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Abstract
Many important viruses persist at very low levels in the body in the face of host immunity, and may influence the maintenance of this state of immunity. To analyse low level viral persistence or state of "infection immunity" in quantitative terms, we use a mathematical model of antiviral cytotoxic T lymphocyte (CTL) response to lymphocytic choriomeningitis virus (LCMV). This model is described by a nonlinear system of delay differential equations (DDEs). The model predictions related to coexistence of virus and CTL populations are obtained using recently developed numerical bifurcation analysis techniques for DDEs. Domains where low level LCMV coexistence with CTL memory is possible, either as an equilibrium state or an oscillatory pattern, are identified in spaces of the model parameters characterising the interaction between virus and CTL populations. In the "memory" phase, i.e. after acute infection has been controlled, these include the rate constants of virus growth, precursor and effector CTL death, activation and differentiation of precursor CTL and CTL-mediated virus elimination. Our analysis suggests that the coexistence of replication competent virus below the conventional detection limit (of about 100 pfu per spleen) in the immune host as an equilibrium state requires the per day relative growth rate of the virus population to decrease at least 5 fold compared to the acute phase of infection. Oscillatory patterns in the dynamics of persisting LCMV and CTL memory, with virus population varying between 1 to 100 pfu per spleen, are possible within quite narrow intervals of the rates of virus growth and precursor CTL population death. This is due to a high sensitivity of the amplitude of oscillations to changes in the parameters. These observations may be relevant to low level viral persistence and CTL memory in human infections such as HBV, HCV and, probably, HIV.
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1 Introduction

Interaction between pathogens and their hosts is the focus of current research in immunology since viral infections caused by, e.g. HIV-1, hepatitis B virus (HBV) and hepatitis C virus (HCV) present major health problems. Among other factors, the outcome of the pathogen-host interaction depends on what has been discussed as a "numbers game" between the infecting virus and the immune system [10, 58, 59] and ranges from elimination of the virus below detection levels paralleled by establishment of immunological memory to the chronic high level persistence with suppression of specific immune responses. Understanding the relationships between various types of infection dynamics and the parameters of the 'players', which determine the various outcomes, is of fundamental importance for viral immunology.

There is increasing experimental evidence supporting the view that non- or low-cytopathic types of infections (LCMV, HBV, HCV, HIV) are never completely eliminated to a sterile state from the infected hosts but are controlled by infection-immunity [58]. "Infection-immunity" refers to a state of stable coexistence of continuing immunity together with low level infection, so that immunological memory can be interpreted as the continuous restimulation of a low level response. The factors which influence the maintenance and composition of immunological memory over long periods of time remains largely unknown [1, 20].

Virus-specific CD8+ cytotoxic T lymphocyte (CTL) responses represent a major immune mechanism of protection against many viral infections through the killing of virus-infected cells and secretion of antiviral factors. Primary infection normally leads to CTL dynamics that has three distinctive phases: clonal expansion, contraction and memory persistence [1]. The CTL population during the memory phase is heterogeneous with respect to the activation state (resting-, cycling- or effector cells) and the life-span of the cells [12, 13, 45, 46, 52, 55]. The quantitative composition and the protective function of the CTL memory population strongly depend on continuous stimulation coming from persisting antigen and/or bystander signals. The type of memory elicited, its long-term maintenance and protective efficacy essentially depend on the virus and the persistence of viral antigens in the host [38, 39]. Some viruses do not persist as intact highly replicative virus in the host but rather as attenuated virus forms [3, 57].

The experimental system based on murine lymphocytic choriomeningitis virus (LCMV) infection is a generally accepted and widely used model to examine the role of virus and host parameters in various types of infection outcomes [25, 58]. LCMV is non-cytopathic and CTLs are responsible for both the initial control of the virus and immunopathology. This experimental model has been proved to be very instructive in understanding the role of antigen in the generation and maintenance of T cell memory [13, 26, 35, 38, 39]. It has been shown that the memory population of LCMV-specific CTL can persist at elevated numbers in the absence of antigen [34, 36]. However, the functional properties of the memory pool, in particular its ability to protect against peripheral infection with LCMV rapidly, depend on the persistence of viral antigen which appears to keep a certain fraction of CTL memory population in the activated effector state [13, 60]. The duration of protective immunity was shown to be related to the persistence of antigen in the LCMV system [26, 39]. It has been experimentally proved that LCMV can persist for some time at very low levels (below detection by conventional assays) in immune mice [9, 24, 38, 42, 54] and the duration of persistence of antigen depends on the way the antigen is delivered to the host [38].
Quantitative parameters of low level LCMV coexistence with CTL memory (such as replication rate and viral population density) are difficult to assess experimentally because of methodological limitations of existing analytical techniques. Interaction of the LCMV with the host’s immune responses represents a complex nonlinear system that requires application of mathematical modelling in order to develop a quantitative insight into the kinetic mechanisms underlying various patterns of the population dynamics of the viruses and cells. Recently, a number of mathematical models have been proposed to examine the phenomenon of exhaustion of virus-specific CTL responses observed in high-viral load infections or in immune-deficient hosts [7, 22, 47, 53]. Although these models differ somewhat in their assumptions, they all "generate" a bell-shaped dose-response function for virus-induced CTL proliferation, i.e. high viral loads lead to suppression of immune responses.

In the present study we consider a mathematical model of antiviral cytotoxic T cell responses [7] to examine in detail the quantitative characteristics of low level LCMV persistence. This model has been previously used to analyse the impact of the initial number of precursor CTL on the outcome of LCMV infection [14], the population structure and function of LCMV-specific CTL memory resulting from bystander and antigen-specific stimulation [8], and the rate of virus clearance in the acute phase of LCMV infection [6]. The minimal number of precursor CTLs required for protection of C57BL/6 mice against high viral load persistence after infection with 1 pfu of LCMV-Docile was predicted (protection unit) using the same model [14].

Here we use this model to address the following questions: (i) what are the necessary conditions in terms of the turnover rates for virus and memory CTLs for low level virus persistence in immune mice; (ii) what are the effects of virus and CTL parameters on the stability and the level of virus persistence; (iii) how does the composition of CTL population in the memory phase depend on the level of virus persistence; (iv) are oscillatory patterns in viral and CTL dynamics during the memory phase possible? The above issues are answered through numerical bifurcation analysis of the model using the recently developed software package DDE-BIFTOOL [15]. Namely, we study steady states (equilibriums) and periodic solutions (periodic oscillations) of the model, their stability features and bifurcations through varying the virus and immune system parameters within certain ranges characteristic of the T cell memory persistence. LCMV infection is used here as a fundamental experimental reference system where detailed quantitative information is available so that the mathematical predictions allow direct interpretation and comparison with experimental data to be made.

The remainder of this paper is structured as follows. In Section 2 we describe briefly the LCMV infection model. In Section 3 we characterise the memory phase of immune mice and present existing experimental knowledge. Numerical methods and their application to the model under study are described in Section 4. Section 5 presents bifurcation analysis of the model related to coexistence of a low level viral population and memory CTL. We discuss the obtained results in Section 6. Section 7 contains conclusions.

2 Mathematical model

The mathematical model of antiviral CTL response developed previously [7] is based upon assumptions reflecting general mechanisms of virus-host interaction: (i) virus-specific CTLs
are primarily responsible for control of infection with non-cytopathic viruses; (ii) the virus population stimulates clonal expansion and differentiation of the specific CTL precursors (CTLp) into effector cells; (iii) a high viral load leads eventually to inhibition of CTL responses via anergy and activation-induced cell death by apoptosis; (iv) in the absence of viral antigens the homeostasis of naïve CTLs reflects a balance between the input of the precursor CTLs from thymus and their death at the periphery; (v) virus replication in the host exhibits a logistic-type growth, whereas the elimination follows a second-order kinetics. These processes define the structure of a system of delay differential equations describing the rates of change of the population densities of virus, \( V(t) \), precursor CTL, \( E_p(t) \), effector CTL, \( E_e(t) \), and the cumulative viral load, \( W(t) \),

\[
\begin{align*}
\frac{d}{dt} V(t) &= \beta V(t) (1 - \frac{V(t)}{V_{mve}}) - \gamma V E_e(t) V(t), \\
\frac{d}{dt} E_p(t) &= \alpha E_p (E_p' - E_p(t)) + \frac{b_v}{(1 + W(t)/\theta_p)} V(t - \tau) E_p(t - \tau) - \alpha_{AP} V(t - \tau_A) V(t) E_p(t), \\
\frac{d}{dt} E_e(t) &= \frac{b_v}{(1 + W(t)/\theta_p)} V(t - \tau) E_p(t - \tau) - b_{EV} V(t) E_e(t) - \alpha_{AE} V(t - \tau_A) V(t) E_e(t) - \beta E_e(t), \\
\frac{d}{dt} W(t) &= b_W V(t) - \alpha_W W(t).
\end{align*}
\]  

(1)

In the equation for \( V(t) \), the first term on the right-hand side describes the virus growth with an upper limit \( V_{mve} \) due to the limited amount of sensitive tissue cells supporting virus replication, and the second term takes into account the clearance of viruses due to lysis of the virus-infected cells by effector CTLs.

In the equation for \( E_p(t) \), the first term describes the maintenance of virus-specific precursor CTL at a certain level through their export from thymus and death in the periphery. The second term accounts for an increase in the number of CTL precursors resulting from virus-induced proliferation with the inhibitory effect of cumulative virus load on clonal expansion. The last term describes activation induced cell death by apoptosis.

The dynamics of \( E_e(t) \) is determined by the appearance of mature effector CTLs due to the division and differentiation of antigen-stimulated precursor CTLs with the down-regulation of the differentiation process of CTLp due to high virus antigen load (the first term); the decrease in the number of effector CTLs as a consequence of lytic interactions with virus-infected target cells (the second term); the activation-induced cell death of effector CTLs and natural death of effector CTL due to their finite life span (two last terms).

In the equation for \( W(t) \), the first term describes the increase in the total viral antigen load due to virus spread in the host and the second one accounts for the decrease of the inhibitory effect of high virus loads on the virus-specific CTLs as the virus is eliminated.

The initial estimates for the parameters of the model were obtained from various experimental sources (see [7] for details) and further refined by fitting to homogeneous data sets representing the dynamics of virus load and CTL responses during primary LCMV-Docile infection of C57BL/6 mice, i.e., during the clonal expansion and contraction phases [33]. The whole set of model parameters is given in Table 1.

We use model (1) to study the coexistence of a low level viral population with a high number of virus-specific CTLs during the memory phase of immune response. The scheme depicted in
Fig. 1 shows qualitatively the within host dynamics of virus and CTL populations from primary infection into the memory phase.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Biological meaning</th>
<th>Units</th>
<th>Best-fit estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>Replication rate constant of viruses</td>
<td>1/day</td>
<td>3.35</td>
</tr>
<tr>
<td>$\gamma_{VE}$</td>
<td>Rate constant of virus clearance due to effector CTLs</td>
<td>ml/(cell day)</td>
<td>1.34 $\cdot$ 10^{-6}</td>
</tr>
<tr>
<td>$V_{mve}$</td>
<td>Maximal virus concentration in spleen</td>
<td>particles/ml</td>
<td>4.82 $\cdot$ 10^7</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Duration of CTL division cycle</td>
<td>day</td>
<td>0.6</td>
</tr>
<tr>
<td>$b_p$</td>
<td>Rate constant of CTL stimulation</td>
<td>ml/(particle day)</td>
<td>7.73 $\cdot$ 10^{-5}</td>
</tr>
<tr>
<td>$b_d$</td>
<td>Rate constant of CTL differentiation</td>
<td>ml/(particle day)</td>
<td>7.73 $\cdot$ 10^{-4}</td>
</tr>
<tr>
<td>$\theta_p$</td>
<td>Virus load threshold for energy induction in precursor CTLs (proliferation process)</td>
<td>particle/ml</td>
<td>3.25 $\cdot$ 10^6</td>
</tr>
<tr>
<td>$\theta_E$</td>
<td>Virus load threshold for energy induction in effector CTLs (differentiation process)</td>
<td>particle/ml</td>
<td>3 $\cdot$ 10^5</td>
</tr>
<tr>
<td>$b_{EV}$</td>
<td>Rate constant of effector CTL death due to lytic interactions with virus-infected cells</td>
<td>ml/(particle day)</td>
<td>0</td>
</tr>
<tr>
<td>$\alpha_{EP}$</td>
<td>Rate constant of natural death for precursor CTLs</td>
<td>1/day</td>
<td>0.542</td>
</tr>
<tr>
<td>$\alpha_{E_p}$</td>
<td>Rate constant of natural death for effector CTLs</td>
<td>1/day</td>
<td>0.01</td>
</tr>
<tr>
<td>$E^0_p$</td>
<td>Homeostatic concentration of LCMV-specific CTLs in spleen of unprimed mouse</td>
<td>cell/ml</td>
<td>265</td>
</tr>
<tr>
<td>$\tau_y$</td>
<td>Duration of commitment of CTLs for apoptosis</td>
<td>day</td>
<td>5.6</td>
</tr>
<tr>
<td>$\alpha_{AP}$</td>
<td>Rate constant of apoptosis for precursor CTLs</td>
<td>(ml/particle)^2/day</td>
<td>7.5 $\cdot$ 10^{-16}</td>
</tr>
<tr>
<td>$\alpha_{AE}$</td>
<td>Rate constant of apoptosis for effector CTLs</td>
<td>(ml/particle)^2/day</td>
<td>4.36 $\cdot$ 10^{-14}</td>
</tr>
<tr>
<td>$b_W$</td>
<td>Rate constant of viral load increase</td>
<td>1/day</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma_W$</td>
<td>Rate constant of restoration from the inhibitory effect of virus load</td>
<td>1/day</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 1: List of the model parameters.

3 CD8+ T lymphocyte memory

Transition of the LCMV-specific CD8+ T cell responses from the acute to the memory phase is associated with a major change of quantitative parameters characterising the virus and CTL population dynamics. CTLs have a finite life-span at the single cell level. This implies that there should be mechanisms of memory maintenance that help to counter a gradual attrition of the memory pool [12, 20]. Both bystander and virus antigen-specific stimuli contribute to the proliferation, differentiation and death of CTL during the memory persistence phase affecting the cellular composition and functional properties of the CTL memory pool (see analysis in [8]). Therefore, the population life-spans of CTL subsets (represented in the model by $\alpha_{E_p}, \alpha_{E_p}$) in the memory phase depend on many processes including the CD4+ T cell help, B cell function, expression of survival factors such as Bcl-2 or apoptosis-inducing cytokines like Fasl or TNF molecules, etc. [21, 28, 31]. Generally, on a per cell basis memory CD8+ T cells are primed for effector functions ($b_d$) and can be activated for proliferation ($b_p$) by lower concentrations of antigen and all types of APCs compared to “naive” CTL [20, 41, 48]. However, in CD4+ T cell deficient mice the dynamics of CTL memory is associated with decreased proliferation and differentiation rates ($b_p, b_d$), so that finally the virus reappears above the detection level,
Figure 1: Scheme of the within host dynamics of virus and two CTL populations after primary infection: the expansion (increase in CTL number), contraction (decline in CTL number after the peak of response) phases and the memory phase (a high level of persisting CTLs). A logarithmic scale is used for population densities. The dashed line denotes the detection limit of the virus in experiments.

CTL-mediated control fails and high viral load chronic infection is established [42, 50]. Although memory CTLs have lower activation thresholds, the progression through the cell cycle of activated CTL in the memory phase can take a long time (represented by \( \tau \)) compared to the acute infection [55].

CTL memory, determined by initial clonal burst size, is heterogeneous in terms of the cell activation status and represents low level responses driven by various stimuli [1, 20, 56, 58]. Recent experimental evidence indicates that (i) after acute infection with LCMV the virus might persist for some time in spleen cells at a frequency of 1 copy per \( 10^4 \) to \( 10^5 \) splenocytes, giving an estimate of about 500 to 5000 DNA copies per spleen [24]; (ii) a difference in total LCMV RNA copies between the peak of infection (\( 10^8 - 10^9 \) copies per spleen) and the memory phase (\( 10^3 \) or fewer copies per spleen) has been observed (Kleenerman, unpublished observations); (iii) infectious LCMV may persist at no more than \( 10^2 \) pfu per spleen [9] and in some cases at the level of \( 10^3 \) pfu per kidney [54].

How can the virus population persist in the face of CTL memory? There is a diverse array of biological mechanisms that are used by viruses to escape complete elimination by the immune system, ranging from those based on a limited growth, cell-to-cell passage without maturation, localisation in an immunologically privileged site and integration into the host cell chromosome to those based on decreasing immune detection and destruction, e.g. via down-regulation of MHC-restricted antigen presentation [3, 40, 51]. In terms of kinetics the implication is that the replication rate and CTL-mediated elimination rate of LCMV (represented by \( \beta \) and \( \gamma_{VE} \), respectively) might well be reduced during transition from the acute to the low level persistence phase. Indeed, available data on the growth kinetics of LCMV after immune therapy of a persistent viral infection [2] or in CD4\(^+\) T cell or B cell-deficient mice [42] show a much lower rate of viral growth compared to the acute infection.

Using the above listed factors we specify plausible ranges of the model parameters relevant for virus and CTL persistence during the memory phase, see Table 2. The last column of this
table gives the corresponding references they are based on. We investigate coexistence of the viral and CTL populations in the memory phase through numerical bifurcation analysis of the virus-host interaction model (1). The critical effects of various combinations of viral and CTL parameters on this coexistence are examined with particular focus on low level viral persistence.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Biological meaning</th>
<th>Units</th>
<th>Range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{E_p}$</td>
<td>Rate constant of natural death for precursor CTLs</td>
<td>1/day</td>
<td>0.001 - 0.5</td>
<td>[1, 11, 20, 21, 26]</td>
</tr>
<tr>
<td>$\alpha_{E_e}$</td>
<td>Rate constant of natural death for effector CTLs</td>
<td>1/day</td>
<td>0.1 - 0.4</td>
<td>[1, 20, 46, 52, 56]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Replication rate constant of viruses</td>
<td>1/day</td>
<td>&lt; 5</td>
<td>[2, 32, 33, 42]</td>
</tr>
<tr>
<td>$b_p$</td>
<td>Rate constant of CTL stimulation</td>
<td>ml/(particle day)</td>
<td>$10^{-5} - 10^{-3}$</td>
<td>[20, 41, 48]</td>
</tr>
<tr>
<td>$b_d$</td>
<td>Rate constant of CTL differentiation</td>
<td>ml/(particle day)</td>
<td>$10^{-4} - 10^{-2}$</td>
<td>[20, 41, 48]</td>
</tr>
<tr>
<td>$\gamma_{V E}$</td>
<td>Rate constant of virus clearance due to effector CTLs</td>
<td>ml/(cell day)</td>
<td>$10^{-7} - 1.34 \cdot 10^{-6}$</td>
<td>[40, 51]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Duration of CTL division cycle</td>
<td>day</td>
<td>0.4 - 2</td>
<td>[52, 55]</td>
</tr>
</tbody>
</table>

Table 2: Admissible ranges of the model parameters related to the virus and CTL persistence in the memory phase and estimated from data presented in the indicated references.

4 Numerical techniques

In the context of dynamical system analysis, the coexistence of a low level viral population and CTL memory corresponds to a stable steady state solution (equilibrium) or to a stable periodic solution (i.e., oscillatory solution repeating itself after a finite time) of model (1) with $V$, respectively $V(t)$, below a (small) value, e.g., below the detection limit of the virus in experiments. Model (1) is a nonlinear system of delay differential equations (DDEs). For the model analysis we use the software package DDE-BIFTOOL [15, 16].

DDE-BIFTOOL is a Matlab package for bifurcation analysis of systems of DDEs with several discrete delays. The package can be used to compute and analyse the stability of steady state and periodic solutions of a given system as well as to study the dependence of these solutions on system parameters via continuation. The numerical methods implemented in this package are described in [15, 18, 19]. Here we sketch the background on these methods which is necessary to interpret our results and we illustrate the use of the package in the current research. The results obtained in this section are further analysed in Section 5 where the model predictions are studied in detail.

4.1 Steady state solutions

Introduce the notation $S := [V, E_p, E_e, W]^T$ for a vector of solutions of equation (1) and $F := F(S(t), S(t - \tau), S(t - \tau_A), p)$ for a vector defined by the right hand sides of (1) with
$p$ the vector of parameters. A steady state solution, $S^*$, of (1) is a solution of the nonlinear algebraic system, $F(S^*, S^*, S^*, p) = 0$, or

$$
\begin{align*}
\beta V (1 - \frac{V}{V_{\text{max}}}) &- \gamma V E_e V = 0, \\
\alpha_{E_p} (E_p^0 - E_p) + \frac{b_p}{(1 + W/p_p)} V E_p - \alpha_{AP} V^2 E_p = 0, \\
\frac{b_p}{(1 + W/p_p)} V E_p - b_{EV} V E_e - \alpha_{AE} V^2 E_e - \alpha_{E_e} E_e = 0, \\
b_W V - \alpha_W W = 0.
\end{align*}
$$

(2)

This system is solved by a Newton iteration starting from an initial guess for $S^*$.

The linearization of (1) around a solution trajectory $S^*(t)$ is the variational equation,

$$
\frac{d}{dt} y(t) = A_0(t) y(t) + A_1(t) y(t - \tau) + A_2(t) y(t - \tau_A),
$$

(3)

where $A_i$ equals the derivative of $F$ with respect to its $(i + 1)$-th argument evaluated at $S^*(t)$.

For a steady state solution, $S^*(t) \equiv S^*$, the matrices $A_i(t)$ are constant, $A_i(t) \equiv A_i$, and the variational equation (3) leads to a characteristic equation,

$$
\det(I - A_0 - A_1 e^{-\lambda \tau} - A_2 e^{-\lambda \tau_A}) = 0,
$$

(4)

with $I$ the identity matrix and $\lambda \in \mathbb{C}$. The real parts of the characteristic roots $\lambda$ determine the stability of the steady state solution $S^*$: the solution is stable if $\Re(\lambda) < 0$ for all $\lambda$ and it is unstable if a $\lambda$ exists with $\Re(\lambda) > 0$. In general, (4) has an infinite number of roots. However, it is known that $\Re(\lambda_j) \to -\infty$ as $j \to \infty$ and that the number of roots in any right half plane $\Re(\lambda) > \eta$, $\eta \in \mathbb{R}$, is finite. Hence, the stability is always determined by a finite number of roots. The rightmost (stability determining) characteristic roots are approximated using a linear multi-step method applied to variational equation (3), see [15, 16, 19] for details. A steplength heuristic is implemented to ensure accurate approximations of the roots with real part greater than a given constant. The approximations thus obtained are corrected using a Newton iteration on the characteristic equation.

Dependence of the steady state solution $S^*$ on a physical parameter (a component of $p$) can be studied by computing a branch of steady state solutions as a function of the parameter using a continuation procedure [15]. The stability of the steady state can change during continuation whenever characteristic roots cross the imaginary axis. Generically a fold bifurcation (or turning point) occurs when a real characteristic root passes through zero and a Hopf bifurcation occurs when a pair of complex conjugate characteristic roots crosses the imaginary axis. Once a Hopf point is detected it can be followed in a two parameter space using an appropriate determining system [15]. In this way, for instance, one can compute the stability region of the steady state solution in the two parameter space (if no other bifurcations occur in this region).

We briefly outline a representative example of the stability analysis methodology for model (1) by analysing the effect of the viral exponential growth rate $\beta$. To start the analysis, we fix $\alpha_{E_e} = 0.3$, $\alpha_{E_p} = 0.01$ consistent with CTL memory turnover characteristics of Table 2 and all other parameters as in Table 1 (values of $b_p$, $b_d$, $\gamma V E$ and $\tau$ of Table 1 are in the admissible ranges of Table 2). We examine the dependence of the corresponding steady state on the parameter $\beta$ using $\beta \in [0, 3.35]$ as a continuation parameter. The corresponding branch of steady state solutions (depicted in Fig. 2) was computed using the continuation procedure and its stability
was assessed by computing the rightmost characteristic roots with $\Re(\lambda) > -0.3$. One can see that for $\beta = 3.35$ the steady state is unstable because $\Re(\lambda_{1,2}) \approx 0.119 > 0$. At $\beta \approx 1.675$ the steady state is stabilised through a Hopf bifurcation and it remains stable until $\beta = 0$. As $\beta \to 0$, a real characteristic root approaches zero and the computed solution approaches the steady state solution $S^* = [0, 265, 0, 0]^T$ which exists for all values of the system parameters. Note that the value of $V$ is low, $V \approx 129$ pfu/ml, and almost constant along the computed branch, except near $\beta \approx 0$ where it rapidly decreases to $V = 0$ (see Fig. 2 (left)).

![Graphs showing solutions](image)

**Figure 2:** Left, middle: Solutions $V$ (pfu/ml), $E_p$ (cell/ml) and $E_e$ (cell/ml) along a branch of steady state solutions of (1) versus parameter $\beta$ for $\alpha_{E_p} = 0.3$, $\alpha_{E_e} = 0.01$. Left figure is a blow up of the middle figure. Stable and unstable parts of the branch are denoted by solid, respectively dashed lines. Right: Real part of the rightmost roots (real (−) and complex (−−) roots) of the characteristic equation along the same branch. Hopf bifurcation (○) at $\beta \approx 1.675$.

### 4.2 Periodic solutions

A periodic solution $S^*(t)$ is a solution which repeats itself after a finite period $T$, i.e. $S^*(t + T) = S^*(t)$ for all $t > 0$. A discrete approximation to a periodic solution on a mesh in $[0, T]$ and its period are computed as solutions of corresponding periodic boundary value problem using piecewise polynomial collocation [18, 17].

Stability of a periodic solution is determined by the spectrum of the linear so-called monodromy operator which integrates the variational equation (3) around $S^*(t)$ from time $t = 0$ over the period $T$. Any nonzero eigenvalue $\mu$ of this operator is called a characteristic (Floquet) multiplier. Furthermore, $\mu = 1$ is always an eigenvalue and it is referred to as the trivial Floquet multiplier. The periodic solution is stable if all multipliers (except the trivial one) have modulus larger than 1 and it is unstable if there exists a multiplier with modulus larger than 1. A discrete approximation of the monodromy operator, a matrix $M$, is obtained using the collocation equations. The eigenvalues of $M$ form approximations to the Floquet multipliers.

A branch of periodic solutions can be traced as a function of a system parameter using a continuation procedure [15]. The branch can be started from a Hopf point or from an initial guess (e.g. resulting from time integration). Bifurcations of periodic solutions occur when Floquet multipliers move into or out of the unit circle. Generically this is a *turning* point when a real multiplier crosses through $1$, a *period doubling* point when a real multiplier crosses through -1.
and a torus bifurcation when a complex pair of multipliers crosses the unit circle.

To illustrate the application of DDE-BIFTOOL to periodic solutions analysis, we computed a branch of stable periodic solutions of (1) as a function of the virus growth rate $\beta$, see Fig. 3. This branch emanates from the Hopf point shown in Fig. 2. In Fig. 3, variation of solutions along this branch is characterised by their maximal and minimal values over the period for each computed point on the branch, i.e. $V_{\text{max}}(\beta) = \max_{t \in [0,T]} V(\beta, t)$, $V_{\text{min}}(\beta) = \min_{t \in [0,T]} V(\beta, t)$, etc. The period of the solutions along the branch grows from $T \approx 9.3$ days (Hopf point) to $T \approx 29.6$ days ($\beta = 3.35$).

![Figure 3: Maximal and minimal values of $V$ (pfu/ml) (a), $E_p$ (cell/ml) (b), $E_v$ (cell/ml) (c) and moduli of the computed dominant Floquet multipliers (d) along a branch of periodic solutions of (1) emanating from the Hopf point (a) versus parameter $\beta$ for $\alpha_{E} = 0.3$, $\alpha_{E_p} = 0.01$. (a)-(c): branches of stable (--) and unstable (---) steady state solutions as shown in Fig. 2 and branch of stable periodic solutions (---). $0 < V_{\text{min}} < 1$ pfu/ml for $\beta > 1.94$.](image)

### 4.3 Accuracy of computations

Steady state solutions, periodic solutions, characteristic roots and Floquet multipliers are computed with a certain accuracy determined by the corresponding parameters of the methods implemented in DDE-BIFTOOL. One can use default values for these parameters or specify own desirable values.
A rather small number of mesh points over the period of a periodic solution is often enough to compute a reasonable approximation to the solution, but can be insufficient to obtain good accuracy for the Floquet multipliers. These should be computed with enough accuracy to detect bifurcation points correctly. The accuracy of the trivial multiplier can be used as a first simple check on the accuracy of computations. When necessary the accuracy of the computed multipliers can be improved by refining the discretization of the periodic solution over its period (i.e. by increasing the mesh size).

In our computations, we chose the mesh size such that the trivial multiplier has at least 4-5 digits of accuracy. Some typical accuracy results for two periodic solutions computed on different mesh sizes are given in Table 3. These solutions belong to the branch of periodic solutions shown further (Section 5.3, Fig. 10). Note that solution 2 is close to a turning point of the branch. In the collocation method, we used Gauss-Legendre collocation points, polynomials of degree 3 and L subintervals over a period of the computed periodic solution, i.e. the periodic solution is approximated on a mesh of size \((3L + 1)\). Note that a large value of \(L\) is necessary to achieve good accuracy for the Floquet multipliers especially if the computed solution is close to a bifurcation point.

| L  | \(|\mu_1 - 1|\) | \(\mu_2\) | \(T\) | \(|\mu_1 - 1|\) | \(\mu_2\) | \(T\) |
|----|----------------|--------|--|----------------|--------|--|
| 10  | 8.33e-03       | 0.6026222 | 16.5127474 | 1.01e+00 | 0.358939 | 29.0341684 |
| 20  | 5.97e-05       | 0.6075486 | 16.5139693 | 1.01e-02 | 0.945482 | 29.5108723 |
| 40  | 6.75e-06       | 0.6075174 | 16.5138970 | 1.79e-03 | 0.956941 | 29.5134526 |
| 80  | 8.03e-08       | 0.6075131 | 16.5138997 | 1.97e-05 | 0.955260 | 29.5140578 |
| 160 | 7.93e-09       | 0.6075132 | 16.5138995 | 1.38e-06 | 0.955243 | 29.5140750 |

Table 3: The accuracy of the computed trivial multiplier, the second computed multiplier and the period for two points on the branch of periodic solutions of (1) shown in Fig. 10.

Logarithmic scaling of the state variables of model (1) was used in all our computations, i.e. we rewrote the equation with respect to new variables, \(\tilde{V} = \log(V)\), \(\tilde{E}_p = \log(E_p)\), \(\tilde{E}_v = \log(E_v)\), \(\tilde{W} = \log(W)\). This scaling is commonly used in numerical analysis of models for cell population dynamics to avoid computational difficulties caused by combinations of very large and small numbers. Note that the original variables of (1) are shown in all figures.

5 Low level viral persistence

In this section we study in detail the model predictions for basic characteristics of the coexistence of a low level viral population and memory CTL subsets using numerical bifurcation analysis of model (1) as outlined in Section 4.

We start with the stability analysis of steady state solutions, i.e. we determine regions for the virus and host parameters (Table 2) where a steady state solution of model (1), representing the coexistence of virus and memory CTL in equilibrium, is stable. Then we study the influence of virus and CTL parameters on the steady state densities of viral and CTL populations. We
end by analysing oscillatory patterns in virus and CTL memory persistence.

Note that changes of the model parameters compared to the values given in Table 1 are indicated in the figure captions. Units of all parameters are given in Table 2. Units of the population densities are pfu/ml for viruses \(V\) and cell/ml for precursor \(E_p\) and effector \(E_e\) CTL subsets.

5.1 Stability of steady states representing virus-CTL memory coexistence

The relevant parameters of virus and CTL memory persistence are those characterising virus replication and precursor-, effector CTL life-spans: \(\beta, \alpha_{E_p}\) and \(\alpha_{E_e}\). We choose the Hopf bifurcation point indicated in Fig. 2, as a starting point to continue a branch of Hopf bifurcation points in the \((\beta, \alpha_{E_p})\)-plane, see Fig. 4 (left). The corresponding Hopf curve bounds the stability region of the steady state corresponding to virus population-CTL memory coexistence because no other bifurcations were found in this region. Using a sequence of similar continuations, we computed branches of Hopf points in the \((\beta, \alpha_{E_p})\)-plane for different values of \(\alpha_{E_e}\), see Fig. 4 (right). Whenever \(\alpha_{E_p} < 0.9 \alpha_{E_e}\), it can be shown that the numerically established stability regions in the three parameter space can be approximated by the formula,

\[
\beta < 1.7 - 1.8 \alpha_{E_p} / \alpha_{E_e},
\]

describing the nature of the coupling between the parameters necessary to ensure a stable steady state with viral persistence and CTL memory. It indicates an opposite effect of parameters \(\alpha_{E_p}\) and \(\alpha_{E_e}\) on the value of \(\beta\).

![Figure 4](image)

Figure 4: Stability regions (depicted in grey) of the steady state solution of (1) in the \((\beta, \alpha_{E_p})\)-plane (left) and in the \((\beta, \alpha_{E_p}, \alpha_{E_e})\)-space (right). Left: \(\alpha_{E_e} = 0.3\). Right: Stability regions are visualised for \(\alpha_{E_e} = 0.1, 0.2, 0.3, 0.4\). Solid lines correspond to curves of Hopf bifurcations.

Some information about the numerical values of virus and CTL population densities for the steady states in the stability region shown in Fig. 4 (left) is given in Fig. 5. Figure 5 (left) presents the regions in the \((\beta, \alpha_{E_p})\)-plane where virus persists below the detection limit \(V < 10^3\)
pfu/ml) and below $10^2$ pfu/ml. One can see that the value of $V$ almost does not depend on $\beta$ unless $\beta$ gets close to 0 (see also Fig. 2) and virus can persist at a very low level if the death rate of CTLp ($\alpha_{Ep}$) is small enough. In Fig. 5 (right) we present steady state values of $V$, $E_p$ and $E_c$ along the branch of Hopf points as a function of parameter $\alpha_{Ep}$. Notice that each value of $\alpha_{Ep}$ corresponds to a certain value of $\beta$ on the branch of Hopf points. The maximum value of persisting virus population $V$ along the Hopf curve, $V \approx 6250$ pfu/ml, is reached at point $\alpha_{Ep} = 0.5$, $\beta \approx 0.052$. Hence $V < 6250$ pfu/ml in the stability region shown in Fig. 4 (left).

As it is shown further (Fig. 8 (c)), changes of $\alpha_E$ in the interval $[0.1, 0.4]$ have little impact on the equilibrium values of the virus population $V$. This implies that the features shown in Fig. 5 remain true for $\alpha_E \in [0.1, 0.4]$.

**Influence of \( \tau \).** An increase of the delay \( \tau \) has a strong effect and decreases the size of the stability regions, see Fig. 6. For other values of $\alpha_E$ than the one used in Fig. 6, the changes are qualitatively similar.

**Influence of \( b_p \).** Interestingly, a decrease rather than an increase in the CTL stimulation rate \( b_p \) has a stronger influence on the size of the stability region, see Fig. 7 (left). About 10-fold decrease in \( b_p \) requires $\alpha_{Ep} < 0.01$ rather than 0.08 as before to ensure viral persistence with $V < 10^3$ pfu/ml, see Fig. 7 (right).

Similar analysis shows that variations of the parameters $b_d$ and $\gamma_{VE}$ within their ranges (cf. Table 2) do not change the stability regions significantly.

So, the model predicts that low level viral persistence as an equilibrium state is possible under the condition that the replication rate of virus, $\beta$, in the immune mice is smaller than the one during acute infection. The maximal value of the replication rate of (low level) persisting virus depends on the CTL turnover parameters in the way specified by (5) and shown by the above figures. In particular, the slower turnover of CTL memory is, the smaller the maximal replication rate of the persisting virus must be.
Figure 6: Stability regions (depicted in grey) of the steady state solution of (1) in the \((\beta, \alpha_{E_p}, \tau)\)-space for \(\tau = 0.4, 0.8, 1.2, 1.6, 2\). Solid lines correspond to curves of Hopf bifurcations. \(\alpha_{E_p} = 0.3\).

Figure 7: In the \((\beta, \alpha_{E_p})\)-plane, stability region (depicted in grey) of the steady state solution of (1) (left) and region corresponding to solutions with \(V < 1000\) pfu/ml (right) for \(b_p = 10^{-5}\). \(V < 100\) pfu/ml for \(\alpha_{E_p} < 0.001\). The solid line denotes a Hopf bifurcation curve. \(\alpha_{E_p} = 0.3\).
5.2 Effect of virus and CTL parameters on the level of persisting virus and composition of CTL memory

We proceed with the analysis of the influence of virus and CTL parameters $\beta$, $\alpha_{E_p}$, $\alpha_{E_e}$, $b_p$, $b_d$ and $\gamma_{VE}$ on the coexisting population densities of the virus, precursor CTLs and effector CTLs. The behaviour of steady state solutions of (1) $V$, $E_p$ and $E_e$ is examined by varying the parameters within their ranges specified in Table 2. As a starting point, we use the stable steady state solution, $V \approx 129$ pfu/ml, $E_p \approx 2.3 \cdot 10^4$ cell/ml, $E_e \approx 7.5 \cdot 10^5$ cell/ml, $W \approx 1.2 \cdot 10^3$ pfu/ml, which corresponds to parameters $\beta = 1$, $\alpha_{E_p} = 0.01$, $\alpha_{E_e} = 0.3$ and other parameter values as in Table 1 (see Fig. 2). Then, branches of steady state solutions are computed as functions of the above parameters.

Influence of $\beta$. The level of viral persistence is not affected by changes of the virus replication rate unless the latter gets very small, see Fig. 2. However, a faster replicating virus needs more precursor and effector CTL for stable coexistence.

Influence of $\alpha_{E_p}$. The increase in the life span of precursor CTL leads to an increase of steady state number of CTLp and to a decrease in the level of viral persistence, see Fig. 8 (a). Note that at $\alpha_{E_p} \approx 0.143$ the steady state solution undergoes a Hopf bifurcation (see Fig. 4 (left)) and we continued the branch of steady states for $\alpha_{E_p} \in [0.001, 0.143]$.

Influence of $b_p$. The rate constant of CTL stimulation to division has a strong impact on the level of persisting virus, see Fig. 8 (b). More sensitive precursor CTL population needs less virus for the same extent of stimulation, so that a 10-fold increase of $b_p$ (from $b_p = 10^{-4}$ to $b_p = 10^{-3}$) leads to 10-fold decrease of $V$.

Influence of $\alpha_{E_e}$. When the life span of effector CTLs increases from 2.5 to 10 days (corresponding to $\alpha_{E_e} \in [0.1, 0.4]$), a smaller number of precursor CTL is enough to maintain the same amount of the virus in a stable equilibrium state, see Fig. 8 (c).

Influence of $b_d$. When the rate constant of CTL differentiation increases, a smaller number of precursor CTL is enough to maintain the same amount of virus under control, see Fig. 8 (d). For instance, 10-fold increase of $b_d$ (from $b_d = 10^{-3}$ to $b_d = 10^{-2}$) leads to (almost) 10-fold decrease of $E_p$.

Influence of $\gamma_{VE}$. Changes in the rate constant of virus clearance almost do not affect the level of persisting virus, see Fig. 8 (e). However, for smaller values of $\gamma_{VE}$ larger numbers of precursor and effector CTLs are necessary to maintain persistence of the virus population at the same level.

Note that under the condition $V \ll V_{mc}$, which is fulfilled in the case of low level viral persistence, an approximate steady state density of virus, precursor CTL and effector CTL populations can be obtained from model (1) as

$$V \approx \frac{\beta \alpha_{E_p} \alpha_{E_e}}{\gamma_{VE} \alpha_{E_p} b_d E_p^0 + \beta \alpha_{E_e} b_p}, \quad E_p \approx E_p^0 + \frac{\beta \alpha_{E_e} b_p}{\gamma_{VE} \alpha_{E_e} b_d}, \quad E_e \approx \frac{\beta}{\gamma_{VE}}.$$ 

These approximations are in agreement with the results presented in Fig. 8 and clearly indicate effect of virus and CTL parameters on the populations level.

The above results (Sections 5.1 and 5.2) are briefly summarised in Table 4. Note that influence of the delay $\tau$ appears only in the first row of this table since the position of steady state solutions of delay equations does not depend on the delay value but their stability does.
Figure 8: Evolution of $V$ (pfu/ml), $E_p$ (cell/ml) and $E_e$ (cell/ml) along branches of steady state solutions of (1) versus parameters $\alpha_{E_p}$ (a), $b_p$ (b), $\alpha_{E_e}$ (c), $b_d$ (d) and $\gamma_{VE}$ (e). $\alpha_{E_p} = 0.01$, $\alpha_{E_e} = 0.3$ except for figures (a) and (c), respectively. $\beta = 1$. 
Table 4: Effect of increasing the values of virus and CTL parameters (\(\beta, \alpha_{Ep}, \alpha_{Ek}, b_p, b_d, \tau\) and \(\gamma_{VE}\)) on the characteristics of low level viral persistence (below the detection limit of conventional assays, i.e. 100 pfu/spleen) and CTL memory populations. The case of insignificant influence of a parameter is denoted by \(\simeq\).

### 5.3 Oscillatory patterns of viral persistence

In the neighbourhood of a Hopf bifurcation point, solutions which belong to a branch of periodic solutions emanating from this point oscillate around the steady state value corresponding to the Hopf point. Hence Hopf points with low values of \(V\) can be sources of periodic solutions with oscillatory low level viral persistence. We use the Hopf point shown in Fig. 2 as our “basic Hopf point” and study the existence of oscillatory patterns in viral persistence by computing branches of periodic solutions emanating from this point as a function of the parameters listed in Table 2. Note that we depict periodic solutions on the time interval \([0, 1]\), i.e. after time is scaled by the factor \(T^{-1}\) with \(T\) the period of the solution.

**Influence of \(\beta\).** As \(\beta\) grows from its Hopf point value (\(\beta \approx 1.675\)), the amplitude of oscillations of \(V(t)\) grows rapidly, see Fig. 3. The sensitivity of the dynamics to changes of \(\beta\) is also well characterised by the fact that a subtle change in \(\beta\) (from 1.675 to 2.06) leads to “pulse” oscillations in virus population size, see Fig. 9 where solutions are shown for three values of \(\beta\): close to the Hopf point (a), when \(V_{\text{max}} \approx 10^3\) pfu/ml (b) and when \(V_{\text{max}} \approx 2 \cdot 10^3\) pfu/ml (c).

**Influence of \(\alpha_{Ep}\).** When continuing a branch of periodic solutions with respect to \(\alpha_{Ep}\), the branch turns twice changing its stability, see Fig. 10. The changes in stability are illustrated in Fig. 10 (e), where the moduli of the computed dominant Floquet multipliers along this branch are depicted versus an approximation of the arclength of the branch. For \(\alpha_{Ep} \in [0.078, 0.130]\), two stable periodic solutions exist indicating a hysteresis phenomenon. The latter implies that a “jump” to another stable periodic solution (caused by a turning point of the branch) happens at \(\alpha_{Ep} \approx 0.078\) or at \(\alpha_{Ep} \approx 0.130\) depending on whether the periodic solution being traced belongs to the lower or to the upper stable part of the branch. Note that both the amplitude and the period of oscillations along the upper stable part of this branch are very large and hence such oscillatory solutions are not biologically realistic. The amplitude of oscillations of \(V(t)\) grows rapidly as \(\alpha_{Ep}\) increases (see Fig. 10 (b)) and the oscillations approach a “pulse form”, see Fig. 11, where periodic solutions are shown for the values of \(\alpha_{Ep}\) such that the peaks of \(V(t)\) along the period are about the same as in Fig. 9.

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>(\alpha_{Ep})</th>
<th>(\alpha_{Ek})</th>
<th>(b_p)</th>
<th>(b_d)</th>
<th>(\tau)</th>
<th>(\gamma_{VE})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\downarrow)</td>
<td>(\downarrow)</td>
<td>(\uparrow)</td>
<td>(\uparrow)</td>
<td>(\simeq)</td>
<td>(\downarrow)</td>
<td>(\simeq)</td>
</tr>
</tbody>
</table>
Figure 9: Sensitivity of periodic solutions to changes in virus growth rate, $\beta$. Solutions $V$ (pfu/ml), $E_p$ and $E_v$ (cell/ml) corresponding to three points on the branch of periodic solutions shown in Fig. 3: $\beta = 1.7$ (a), $\beta = 2.06$ (b), $\beta = 2.5$ (c). Values of the period $T$ (days): $T \approx 9.5$ (a), $T \approx 13.2$ (b), $T \approx 18.2$ (c).

To study existence of periodic solutions in relation to viral growth and precursor CTL death rate constants, i.e. in the $(\beta, \alpha_{E_p})$-plane, we computed branches of periodic solutions versus $\alpha_{E_p}$ for some values of $\beta$ in the interval $[0.1, 3.35]$. In this way we found turning points of periodic solutions in the $(\beta, \alpha_{E_p})$-plane. We summarised the results in Fig. 12 where the curves of these turning points bound regions with different numbers of (stable and unstable) periodic solutions. Note that left parts of the curves of turning points end at Hopf bifurcation points of steady state solutions. The dynamic complexity of the system is well characterised by the fact that in region 3 steady state solutions coexist with periodic solutions and in region 2 two stable periodic solutions coexist. However, the region of our interest, where periodic oscillations are such that $V_{\text{max}} < 10^3$ pfu/ml, is quite small. Much smaller is the region with $V$ varying between 10 to $10^3$ pfu/ml (or equivalently between 1 to 100 pfu/spleen), see Fig. 12 (right). In this region the period of oscillations varies from 10 to 20 days.

Influence of $b_p$. Larger values of $b_p$ increase the region in the $(\beta, \alpha_{E_p})$-plane where oscillatory solutions with $V_{\text{max}} < 10^3$ pfu/ml exist, see region A in Fig. 13. However, due to a high sensitivity of the amplitude of oscillations to changes in values of $\beta$ and $\alpha_{E_p}$ the region where $V_{\text{min}} > 10$ pfu/ml (B) remains quite small. Although two stable periodic solutions coexist in a part of region A, one of them is not biologically realistic because of very large values of the amplitude and the period of oscillations. Note that the upper left part of region A is bounded by the curve of turning points (which ends at a Hopf point), i.e. for the corresponding values of $\beta$ and $\alpha_{E_p}$ periodic solutions lose stability before $V_{\text{max}}$ reaches $10^3$ pfu/ml.

The effect of the other parameters can be briefly summarised as follows.

Influence of $\alpha_{E_v}$. As $\alpha_{E_v}$ decreases from 0.3 (Hopf point) to 0.1, the period of oscillations increases to 22 days and $V_{\text{max}}$ increases to 950 pfu/ml. For $\alpha_{E_v} = 0.1$ Hopf bifurcation occurs at $\beta \approx 1.54$, which implies that for $\alpha_{E_v} = 0.1$ the value of $V_{\text{max}}$ grows from 129 to 950 pfu/ml as $\beta$ changes from 1.54 to 1.675. Hence for $\alpha_{E_v} \in [0.1, 0.4]$ the size of the region in $(\beta, \alpha_{E_p})$-plane where $V_{\text{max}} < 10^3$ pfu/ml is also quite small and the location of this region with respect to the
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Figure 10: Period T (days) (a), evolution of maximal and minimal values of V (pfu/ml) (b), $E_p$ (cell/ml) (c) and $E_e$ (cell/ml) (d) along a branch of periodic solutions of (1) emanating from the Hopf point (o) versus parameter $\alpha_{E_p}$ for $\alpha_{E_e} = 0.3$, $\beta \approx 1.675$. Branches of stable (−) and unstable (−−) steady state solutions and branches of stable (−) and unstable (−) periodic solutions. (e): Moduli of the computed dominant Floquet multipliers (real (−) and complex (−−)) versus the arclength s of the same branch. (•) - turning points ($\alpha_{E_p} \approx 0.130$, $\alpha_{E_e} \approx 0.078$).
Figure 11: Sensitivity of periodic solutions to changes in CTLp death rate, $\alpha_{E_p}$. Solutions $V$ (pfu/ml), $E_p$ and $E_x$ (cell/ml) corresponding to three points on the branch of periodic solutions shown in Fig. 10: $\alpha_{E_p} = 0.0125$ (a), $\alpha_{E_p} = 0.027$ (b), $\alpha_{E_p} = 0.041$ (c). Values of the period $T$ (days): $T \approx 9.4$ (a), $T \approx 10.2$ (b), $T \approx 11.0$ (c).

Figure 12: Left: Stability region (depicted in grey) of the steady state solution and Hopf curve (solid line) as in Fig. 4 (left). Two curves of turning points (--) of periodic solutions. (•) - two turning points depicted in Fig. 10. Regions of existence of periodic solutions: 1 stable solution (1,4), 2 stable and 1 unstable solution (2), 1 stable and 1 unstable solutions (3). The dotted line bounds a region (A) of existence of periodic solutions with $V_{\text{max}} < 10^3$ pfu/ml. Right: A blow up of the left figure. The dashed line bounds a region (B) where $V_{\text{min}} > 10$ pfu/ml, i.e. the region with $V$ varying between 1 to 100 pfu/spleen. $\alpha_{E_p} = 0.3$. 
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corresponding Hopf curve is similar to the one shown in Fig. 12.

Influence of $\tau$. As $\tau$ increases from 0.6 (Hopf point), the amplitude of oscillations grows rapidly and $V_{\text{max}}$ reaches $10^3$ pfu/ml at $\tau \approx 0.8$. At this point the period of oscillations is about 15 days. For $\tau = 0.8$ Hopf bifurcation occurs at $\beta \approx 1.3$, which implies that for $\tau = 0.8$ the value of $V_{\text{max}}$ grows from 129 to $10^3$ pfu/ml as $\beta$ changes from 1.3 to 1.675. Hence for $\tau = 0.8$ the size of the region in $(\beta, \alpha_{E_p})$-plane where $V_{\text{max}} < 10^3$ pfu/ml is also quite small and the location of this region with respect to the corresponding Hopf curve (see Fig. 6) is similar to the one shown in Fig. 12.

Variations of parameters $b_d$ and $\gamma_{V,E}$ within the admissible ranges of Table 2 have much lesser impact on the amplitude of oscillations compared to variations of $\beta$, $\alpha_{E_p}$ and $\tau$ and do not change it significantly.

Overall, we found that the periodic solutions with $V$ varying between 10 to $10^3$ pfu/ml exist in quite narrow intervals of $\beta$ and $\alpha_{E_p}$ values and the amplitude of oscillations grows rapidly as parameters $\beta$, $\alpha_{E_p}$ and $\tau$ increase. So the model predicts that oscillatory patterns in low level viral persistence (with virus population varying between 1 to 100 pfu/spleen) are possible for quite “special” combinations of the rates of virus growth and precursor CTLs death because of a high sensitivity of the amplitude of oscillations to changes in the above parameters.

6 Discussion

Virus persistence is an intriguing area of current biological interest. The murine LCMV system provides one of the most extensively documented experimental infection to examine how simple viruses can escape complete elimination from an immunocompetent host [56]. It has recently been shown that a low level (i.e. below the limit of detection by conventional assays about $10^2$ pfu per spleen or equivalently $10^3$ pfu/ml of spleen) long-term persistence of replication competent LCMV in the immune mice is possible [9, 24, 38, 54]. A range of mechanisms, both molecular and immunologic, might be responsible for low level viral persistence in the face of CTL
memory [3, 24, 40, 43, 50, 51]. In this paper we analyse in quantitative terms the kinetic basis of coexistence of a small virus population with precursor and effector CTLs during the memory persistence phase after primary infection, i.e. the combination of growth and death rates of virus and CTL populations for which a stable coexistence is possible. The study is based on the numerical bifurcation analysis of a mathematical model which is quantitatively consistent with relevant data on virus and CTL dynamics in the primary LCMV-Docile infection of C57BL/6 mice [7, 14].

Equilibrium state.

Low level viral persistence and memory CTL. The main result of our analysis is that unless LCMV replication rate does not reduce to smaller values, as compared to that during the acute phase of primary infection, low level persistence in the face of CTL memory as an equilibrium state is not possible: the virus will either be cleared or establishes a high viral load chronic infection, both outcomes depending on the initial dose of infection and the relative kinetics of viral growth. The extent of reduction needed depends on the responder status of the host, in particular, the life-span of CTL memory subsets, duration of CTL division cycle, activation thresholds of CTL for proliferation and differentiation. Since the virus remains the same during acute and persistence phase (it should not acquire attenuating mutations) we propose that the reduction in LCMV replication rate resulting in the low level persistence could be either due to changes in the host cells, e.g. mediated by interferons (IFNα), or an intrinsic features of the virus replicatory cycle [27], which slow down the virus growth. This mechanism seems to be in agreement with virus reappearance after initial elimination below detection levels in CD4⁺ T cell help deficient mice, since the deficiency primarily impairs the LCMVs-specific IFNγ production by CTLs and CD4⁺ T cells.

Our analysis predicts that LCMV can coexist with expanded clone of virus-specific CTL in the memory phase below the limit of its detection if the per day relative increase of the virus population (similar to the notion of basic reproductive number [4]) reduces about 5 fold, i.e. from 29 to 6. In this case the virus maintains the splenic memory CTL population of about $10^6 - 10^8$ cells/ml. In the model, the size of the effector CTL memory population in the case of low level viral persistence is determined by the ratio of virus exponential growth rate to the CTL-mediated virus elimination rate and is, therefore, independent of other CTL response parameters. The virus replication rate appears not to affect the steady state level of the LCMV population except for extremely low values, when the equilibrium size becomes smaller than 1 pfu. Therefore, the maintenance of CTL memory through low level viral persistence implies that a fraction of the memory CTL population is represented by effector CTLs that control the virus population in a balanced way. This means biologically that the phenotype of the CTL memory in case when small virus population persists would include an enhanced capacity to mediate effector function, ensuring a better protection. Therefore, a functional CTL memory implies low level virus persistence and vice versa. A remarkable prediction of the above analysis is that for the biologically realistic range of CTL memory parameters (see Table 2) the level of virus persistence is compatible with 10 to 100 pfu per spleen, i.e. the detection limit of conventional assays. The persistence of virus population at levels essentially larger than 100 pfu for the studied parameter ranges appears to be biologically unrealistic because its dynamics is oscillatory with the bottom number of LCMV less than 1 pfu, which means complete elimination.
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**Effects of precursor and effector CTL death rates.** Parameters characterising the death rates of precursor and effector CTL subsets of the memory population have a major impact on the stability and the steady state densities of the coexisting precursor CTL and LCMV, yet no effect on the absolute number of effector CTLs: a longer life-span of the precursor CTL leads to smaller level of the persisting virus and increases the number of CTLp, whereas the increase in life-span of effector CTL induces a decrease of CTL precursor density, while not affecting the persistence level of virus population. Thus the model predicts that longer life-span of the memory precursor CTLs ensures a more efficient control of persisting virus population keeping it at lower level.

By varying, within their admissible ranges, the parameters of CTL memory characterising the turnover rates of precursor and effector CTLs we identified domains in the parameter space where a small virus population - CTL memory coexistence is possible. The results show that (i) the level of LCMV persistence falls below 100 pfu/spleen in immune mice with memory precursor CTL having a life-span longer than 12 days; (ii) to a large extent, the possibility of the coexistence itself is mostly affected by the virus replication rate, whereas the size of the virus population is determined by the life-span of the precursor CTLs of memory pool (10-fold increase in the life span reduces the level of viral persistence in the spleen from 100 to about 10 pfu); (iii) the shorter the life-span of effector CTL subset in the memory phase the wider the intervals of values of the virus replication rate and life-span of CTLp for which the coexistence is possible, so that it is easier for the virus to set up low level persistence.

**Effects of cell division time and rates of virus elimination and CTLp activation and differentiation.** Model parameters representing CTL responsiveness and antiviral efficacy, such as CTL precursor activation rate ($b_p$), differentiation rate into effectors ($b_d$), cell division time ($\tau$) and elimination rate of virus ($\gamma_{VE}$), differ in their effect on virus-CTL memory coexistence. The parameters of clonal growth rate ($b_p, \tau$) have a much stronger impact on the size of the region in the ($\alpha_F, \beta$)-plane where the coexistence is possible. The increase in $b_p$ or decrease of $\tau$ values, that would reflect the situation of better responder host [37], ensure that coexistence is possible for a broader combination of ($\alpha_F, \beta$) parameters and, in this sense, provides more favourable conditions for the coexistence of a small virus population with CTL memory. Interestingly, while an increase in CTL activation rate leads to coexistence of larger population of CTL memory and lower level of virus load, an increase in the differentiation rate affects only the precursor subset of CTL memory pool by decreasing it. A decrease in the efficacy of CTL-mediated elimination of the virus has an opposite effect on the maintenance level of CTL memory in the situation of low level viral persistence: a 10-fold decrease in the elimination rate constant leads to a similar increase in the memory populations of precursor and effector CTLs, which is necessary to control virus population in a balanced equilibrium.

**Oscillatory dynamics.**

Numerical analysis of periodic solutions in the model dynamics suggests that virus and CTLs can also coexist in an oscillatory mode. Although periodic oscillations exist for a broad combination of parameter values, the biologically relevant oscillatory patterns of low level virus persistence are possible only within narrow intervals of the rates of virus growth and precursor CTL death which depend on values of other parameters, especially on the rate constant of CTL stimulation. This is a consequence of an exponential-type sensitivity of the amplitude of
oscillations to changes in the rates of virus growth and precursor CTL population death. Note that variation in CTL number during the period of oscillations is much more prominent in the effector compartment than in the precursor compartment, which is due to the shorter life span of the former.

The model predicts that for the combinations of the parameters such that viral load oscillates within the window of 1 to 100 pfu/spleen, the period of oscillations ranges from 10 to 20 days. When oscillations have a “pulse form”, the period can be considered as the time interval between viral “bursts”. These numbers are instructive in understanding viral kinetics in those cases when CTL memory response is not sustained for some reasons and imply that the earliest time of virus re-appearance after initial elimination below detection limit would be 20 to 30 days post infection. To give an example, consider experimental data characterising LCMV specific CTL precursor decay in the spleen of CD4 knock-out mice over 120 days after infection [23]. These data suggest the estimate of 12 days for the half-life of CTLp population. Taking into account that the gradual disappearance of memory CTL might be partly compensated by continuing CTL division the actual life-span seems to be even shorter. For such life-span of CTL (≤12 days) the model predicts (Fig. 10) the possibility of oscillations with period ranging from 10 to 30 days. Therefore, if virus drops after primary CTL response below detection limit at day 15 (conventional scenario) than it would reappear in the deficient host in between 20 to 45 days. This range is quantitatively consistent with the bi-phasic viral kinetics observed in CD4+ T help deficient mice [42, 49].

Limitations of the analysis.

The mathematical model used in this study is a simplification of the real complexity of virus-host interaction. Although CD8+ CTLs are the major effector cells for virus clearance in the LCMV model, the relevance of CD4+ T helper cells and B-cells in long term control of low level virus persistence and maintenance of CTL memory was clearly shown [23, 42, 49, 50]. Helper T cells appear to be necessary to sustain functional CTL responses and effect virus clearance through IFNγ production, whereas antibodies primary work by lowering virus spread [5]. To some extent, the impact of T help and antibody responses on the coexistence of a low level virus population and CTL memory can be extrapolated from the above studies of the effect of virus growth rate and turnover, differentiation rates of precursor CTL of the memory pool. Consider, for example, the effect of virus-specific antibodies on the low level viral persistence. Antibodies act through neutralising the free virus particles. Assuming that their concentration is constant, A*, the effect on the kinetics can be represented by introducing an additional first order decay term in the equation for viruses that describes the elimination of viruses by antibodies, \(-\gamma V(t)A^\ast\). This term can be combined with the growth term for the virus and the overall effect would therefore be to reduce the replication rate of virus from \(\beta\) to \(\beta - \gamma V A^\ast\). Thus, using the results on the impact of \(\beta\) on virus-CTL memory coexistence (see Figs. 4-7, 12, 13) it is possible to predict the impact of a given population of virus-specific antibodies on equilibriums and oscillatory modes in virus-CTL memory coexistence.

Human infections: trace HBV persistence.

The results of our analysis could be useful in understanding the basis for trace viral persistence documented in humans, e.g. after acute infection with hepatitis B virus [30]. Like
LCMV, HBV is a non-cytopathic virus controlled by CTL responses. It was recently directly demonstrated that small amounts of HBV (which are below the detection limits of conventional solid-phase or fluid phase hybridization assays) coexist with, and actively maintain HBV-specific CTL response for many years following recovery from acute viral hepatitis [44]. Although the immunological mechanisms of such low level HBV replication in healthy individuals remain unclear, the kinetic parameters ensuring a long-term stable control of a trace amount of replication competent HBV by memory CTL population can be clarified using a similar approach.

7 Conclusions

It is widely accepted that the outcome of many viral infections is containment rather than eradication of infection [29]. Low level pathogen persistence occurs in a variety of human infections including those of major medical importance, e.g. HBV, HCV and HIV. Understanding the kinetic aspects of this fundamental area of biology is essential in defining host immunity and its failure, in the context of these relevant pathogens.

A growing tendency in modern immunology to deal with the dynamic complexity of virus-host interaction in terms of numbers and kinetic rates [11, 58], needs advanced mathematical modelling and numerical analysis tools. In this paper we examined low level viral persistence in the immune host using a mathematical model of antiviral cytotoxic T cell responses in mice infected by LCMV. The model is described by a nonlinear system of delay differential equations. The predictions on the low level viral persistence and CTL memory are obtained using numerical bifurcation analysis of the model with the software package DDE-BIFTOOL. We showed that the numerical tools offer new possibilities in understanding mechanisms of viral persistence and complex dynamics of the virus-immune system interaction.

We identified the kinetic limits of the immune system, in terms of the turnover rates for virus and memory CTLs, in its ability to control a replicating non-cytopathic virus at a low level. The numerical values of the parameters ensuring coexistence of a low level LCMV population and greatly expanded CTLs during the memory phase quantitatively illustrate how the immune system makes use of a large number of lymphocytes in order to compensate an initially unfavourable ‘numbers game’ or races with the rapidly replicating virus and makes the virus-host interaction more balanced biologically [58, 59].
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