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Abstract

We consider the problem of numerical integration for multivariate functions with respect to a radial symmetric weight. We prove that suitable spherical product algorithms have the optimal rate of convergence \( n^{-k/d} \) for \( C^k \)-functions. We also study classes of integrands with a singularity that are \( C^k \) outside the origin. Standard algorithms have high cost for such functions, because they require that the function is smooth everywhere. We construct suitably modified spherical product algorithms with optimal rate of convergence \( n^{-k/d} \) also in this case. In the compact case we can use modified spherical product Gauss formulas with a nonalgebraic degree of precision.
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1. Introduction. We motivate our results by a simple example. Assume that you want to compute the integral

$$I[f_3] = \int_{x \in \mathbb{R}^3, ||x|| \leq 1} f_3(x) \, dx$$

for $f_3(x) = (1 + x_1^2) \cdot \exp(||x||)$ by a numerical algorithm. One may use the classical spherical product Gauss formulas which have the optimal rate $n^{-k/3}$ of convergence for all $C^k(\mathbb{R}^3)$ spaces, see Theorem 1. With $n = 27000$ function evaluations, the error of this algorithm on our example is still larger than $10^{-5}$. The integrand $f_3$ is Lipschitz but not a $C^1$-function because of the singularity at the origin. Hence the classical algorithm is not very good. We consider this as a significant problem of the classical algorithm because the distance to a singular point (in this case the origin) appears often in integrands.

With our modified spherical product Gauss formulas the error is about $2.6 \cdot 10^{-11}$ with only $n = 250$ function evaluations. Observe that

$$f_3(x) = f_3(\varphi_1, \varphi_2, r) = (\cos \varphi_1)^2 (\cos \varphi_2)^2 r^2 + 1 \exp(r),$$

where $(\varphi_1, \varphi_2, r)$ are spherical coordinates, see § 4. The function $f_3$ is very smooth and our algorithm behaves excellent for all integrands that are smooth if written in spherical coordinates. After this illustration we describe the contents of the paper in a more systematic way.

Let $C^k(\mathbb{R}^d)$ be the space of $k$ times continuously differentiable functions on $\mathbb{R}^d$ with bounded $k$th derivatives,

$$||D^\alpha f||_{\infty} \leq 1 \quad \text{for all } \alpha \in \mathbb{N}^d, \ |\alpha| = k,$$

and let

$$(1) \quad I_d[f] = \int_{\mathbb{R}^d} f(x) \vartheta(||x||) \, dx.$$
By $\|x\|$ we denote the Euclidean norm in $\mathbb{R}^d$ and we assume that $d > 1$.

We use the following conditions on the weight $\varrho$. We assume that $r \mapsto r^{d-1} \varrho(r)$ is integrable and $\varrho$ is non-negative. We exclude the trivial case where $\varrho = 0$ almost everywhere. An essential condition, which was already used by Wasilkowski and Woźniakowski (2000), is

\begin{equation}
\lim_{t \to \infty} \varrho(t) t^\beta = 0 \quad \text{for } \beta > k + d.
\end{equation}

Then $I_d[f]$ is well defined for all $f \in C^k(\mathbb{R}^d)$.

Standard algorithms for numerical integration for the class $C^k(\mathbb{R}^d)$ are based on interpolation by some kind of polynomials or piecewise polynomials (splines). There are many such algorithms. In §2 we describe the classical spherical product Gauss formulas for the computation of $I_d[f]$, see also Stroud and Secrest (1966) and Stroud (1971). For this algorithm one has to assume that all polynomials are integrable. This is possibly only a minor disadvantage since this additional assumption is satisfied for many interesting cases. Soon we will see a more serious disadvantage of classical spherical product Gauss formulas, related to error bounds.

We discuss the optimal rate of convergence, or the order of the complexity, for computing $I_d[f]$ for $f \in C^k(\mathbb{R}^d)$. From general results about adaption we know that it is enough to consider algorithms of the form

\begin{equation}
Q_n[f] = \sum_{i=1}^n w_i f(x_i),
\end{equation}

see Traub, Wasilkowski and Woźniakowski (1988). The (worst case) error of $Q_n$ is given by

$$e(Q_n) = e(Q_n, C^k(\mathbb{R}^d)) = \sup_{f \in C^k(\mathbb{R}^d)} |I_d[f] - Q_n[f]|.$$ 

Assume first that $\varrho$ has compact support and $r \mapsto r^{d-1} \varrho(r)$ is integrable. Then it is well known that the optimal rate of convergence for the space $C^k(\mathbb{R}^d)$ is $n^{-k/d}$, i.e., for $n$ sufficiently large

$$\exists c, C \in \mathbb{R} : \ c \cdot n^{-k/d} \leq \inf_{Q_n} e(Q_n) \leq C \cdot n^{-k/d}.$$ 

We refer to Novak (1988) for more details on this topic. In this case the classical spherical product Gauss formulas have the optimal rate of convergence, see § 2.

The case of a general $\varrho$ is more complicated and was studied only recently in Wasilkowski and Woźniakowski (2001). These authors study the condition (2) and prove (under slightly more restrictive conditions) that it implies that the optimal rate is $n^{-k/d}$. The classical spherical product Gauss formulas in general do not yield, however, the optimal rate. This follows from results of Cumber (1998) who studied the case $d = k = 1$ with the Gaussian weight $\varrho(x) = \exp(-x^2)$. According to what we wrote above, the optimal rate of convergence for this case is $n^{-1}$. The Gaussian formulas, however, only yield the rate $n^{-1/2}$.

In this paper we use spherical product algorithms for the classes $C^k(\mathbb{R}^d)$, because these quadrature formulas are easy to construct and to analyze. These algorithms yield the optimal rate $n^{-k/d}$, in the general case introduced above. One has to use univariate quadrature formulas with the optimal rate $n^{-k}$, see § 3. We know from
Wasilkowski and Woźniakowski (2000) that such univariate formulas exist. In the compact case ($g$ has compact support) one can always use Gaussian formulas which have the optimal rate of convergence and, in addition, a high degree of polynomial exactness. In the general (noncompact) case it is enough to modify the quadrature formulas for the coordinate $r$. We still can use Gaussian formulas for all other coordinates.

In § 4 we consider the case where $f$ may have a singularity at the origin and is $k$ times continuously differentiable in all other points. For example, $f$ could be of the form

$$f(x) = ||x|| + g(x), \quad \text{where } g \in C^k(\mathbb{R}^d).$$

Such a function is not (globally) $C^k$ but of course we still can apply the classical algorithms. Instead of the rate $n^{-k/d}$ we only obtain some fixed rate which does not increase with $k$. We construct what we call modified spherical product algorithms to obtain the optimal rate $n^{-k/d}$ also for functions of the form (4), as well as for other functions which are in $C^k$, if written in certain spherical coordinates; see § 4 for the exact definition of the class $\tilde{C}^k(\mathbb{R}^d)$. It is important to use coordinates for which $r$ is nonnegative. Then functions of the form (4) are in $C^k$ in these coordinates. The classical spherical product algorithms, as explained in § 3, use coordinates where $r \in \mathbb{R}$ and $f$ in (4) is not differentiable with respect to $r$.

To obtain the optimal rate of convergence in the compact case, we can use modified spherical product Gauss formulas. These cubature formulas have a nonalgebraic degree of precision, they are exact for functions of the form

$$f(x) = p_1(x) + ||x|| \cdot p_2(x),$$

where $p_1$ is a polynomial of degree $2\ell - 1$ and $p_2$ is a polynomial of degree $2\ell - 2$. Such cubature formulas were introduced by Cools and Santos-León (2000).

All presented algorithms are some kind of spherical product formulas, constructed from quadrature formulas for univariate functions. For the modified spherical product formulas the integral

$$I[f] = \int_{-\pi}^{\pi} f(\varphi) \cos^{|\ell-2|} d\varphi$$

is important: we need a Gauss quadrature formula with $2\ell$ points which is exact for all trigonometric polynomials of degree $2\ell - 1$. We discuss such formulas in § 5.

2. The Classical Spherical Product Gauss Formulas. Tensor product algorithms are easy to describe, and also to analyze. For integrals of the form (1) such algorithms are defined via spherical coordinates. There are different ways to define $d$-dimensional spherical coordinates. We follow Stroud (1971) and use the definition

$$x_1 = r \cos \varphi_{d-1} \cos \varphi_{d-2} \cdots \cos \varphi_2 \cos \varphi_1$$
$$x_2 = r \cos \varphi_{d-1} \cos \varphi_{d-2} \cdots \cos \varphi_2 \sin \varphi_1$$
$$x_3 = r \cos \varphi_{d-1} \cos \varphi_{d-2} \cdots \sin \varphi_2$$
$$\cdots$$
$$x_{d-1} = r \cos \varphi_{d-1} \sin \varphi_{d-2}$$
$$x_d = r \sin \varphi_{d-1}.$$
Now one uses the new coordinates \( \varphi_1, \ldots, \varphi_{d-1}, r \) where the \( \varphi_i \) are in the interval \([-\pi/2, \pi/2]\) and \( r \in \mathbb{R} \). To express the integral \( I_d[f] \) in spherical coordinates we need the Jacobian which is given by

\[
J_d = r^{d-1} \left( \cos \varphi_{d-1} \right)^{d-2} \left( \cos \varphi_{d-2} \right)^{d-3} \ldots \left( \cos \varphi_3 \right)^2 \cos \varphi_2.
\]

Observe that \( J_d \) is a tensor product and therefore the whole integral \( I_d[f] \) is now expressed as a tensor product of (weighted) univariate integrals. For monomials we obtain

\[
I_d[x_1^{\alpha_1} \cdots x_d^{\alpha_d}] = \int_{\mathbb{R}^d} x_1^{\alpha_1} \cdots x_d^{\alpha_d} \, \varrho(||x||) \, dx
\]

\[
= \int_{\mathbb{R}^d} (\cos \varphi_1)^{\beta_1} (\sin \varphi_1)^{\alpha_1} \, d\varphi_1 \cdot
\]

\[
\int_{\mathbb{R}^d} (\cos \varphi_2)^{\beta_2} (\sin \varphi_2)^{\alpha_2} (\cos \varphi_2) \, d\varphi_2.
\]

\[
(7) \quad \ldots
\]

\[
\int_{\mathbb{R}^d} (\cos \varphi_{d-2})^{\beta_{d-2}} (\sin \varphi_{d-2})^{\alpha_{d-2}} (\cos \varphi_{d-2}) \, d\varphi_{d-2}.\]

\[
\int_{\mathbb{R}^d} (\cos \varphi_{d-1})^{\beta_{d-1}} (\sin \varphi_{d-1})^{\alpha_{d-1}} (\cos \varphi_{d-1}) \, d\varphi_{d-1}.
\]

\[
\int_{\mathbb{R}^d} r^{\beta_d} \varrho(r) \, dr,
\]

where \( \beta_i = \alpha_1 + \ldots + \alpha_i \). Now we discuss the univariate formulas needed for these integrals, to obtain a formula of polynomial degree \( 2\ell - 1 \).

Most of the univariate integrals in (7) have the form

\[
(8) \quad \int_{-\pi/2}^{-\pi/2} (\cos \varphi_k)^{k-1} P(\cos \varphi_k, \sin \varphi_k) \, d\varphi_k, \quad k = 1, \ldots, d-1,
\]

where \( P(\cos \varphi_k, \sin \varphi_k) \) is a polynomial in \( \cos \varphi_k \) and \( \sin \varphi_k \). Stroud (1971) proved that it suffices to consider only those polynomials \( P \) that contain only even powers of \( \cos \varphi_k \) if one uses symmetric quadrature formulas. Substituting \( y_k = \sin \varphi_k \), these integrals become

\[
(9) \quad \int_{-1}^{1} (1 - y_k^2)^{\frac{k-2}{2}} \widetilde{P}(y_k) \, dy_k,
\]

where \( \widetilde{P} \) is an algebraic polynomial of degree at most \( 2\ell - 1 \). Stroud (1971) proved that if one has a quadrature formula

\[
(10) \quad Q[f] = \sum_{i=1}^{\ell} w_{k,i} f(y_{k,i}) \approx \int_{-1}^{1} (1 - y_k^2)^{\frac{2-2}{2}} f(y_k) \, dy_k
\]

that is symmetric and exact whenever \( f \) is a polynomial of degree \( \leq 2\ell - 1 \), this is transformed to a quadrature formula for the integral (8) that is exact for the needed
polynomials $P(\cos \varphi_k, \sin \varphi_k)$. One can use Gauss-Jacobi quadrature formulas for (10). These formulas use the zeros of the Jacobi polynomials $P^\alpha_\beta$, with $\alpha = \beta = \frac{d-2}{2}$, as quadrature points.

Since $\varrho(\|x\|) \|x\|^{d-1}$ does not change sign, the last integral in (7) can be approximated by a Gaussian quadrature formula with a (non-standard) weight function.

In this way we obtain the classical spherical product Gauss formulas $G_n$. With $\ell$ points in each variable we get $n = \ell^d$ if $\ell$ is even and $n = \ell^d - \ell^{d-1} + 1$ if $\ell$ is odd. The polynomial degree of exactness is $2\ell - 1$ and all weights are positive. See Stroud (1971) for proofs and more details.

Theorem 1. Assume that $\varrho$ has compact support. Then the classical spherical product Gauss formulas $G_n$ have the optimal rate of convergence for the space $C^k(\mathbb{R}^d)$,

$$e(G_n, C^k(\mathbb{R}^d)) \asymp n^{-k/d}.$$ 

Proof. It is well known that this rate cannot be improved. See, for example, Novak (1988). We sketch two different proofs of the upper bound for $G_n$. The first is very short, but the second proof can be modified for the general case.

First proof. We get the rate $n^{-k/d}$ even for the approximation problem (in the $L_{\infty}$-norm), if we use polynomials up to some total degree. See, for example, Schumaker (1981). We get the same rate for the integration error because we use quadrature formulas with positive weights.

Second proof. For $f \in C^k(\mathbb{R}^d)$ we write

$$f(x_1, \ldots, x_d) = \tilde{f}(\varphi_1, \ldots, \varphi_{d-1}, r),$$

where $(x_1, \ldots, x_d)$ and $(\varphi_1, \ldots, \varphi_{d-1}, r)$ are related by (5). Then we obtain

$$I_d[f] = \int_{\pi/2}^{\pi/2} \cdots \int_{\pi/2}^{\pi/2} \int_{\mathbb{R}} f \cos \varphi_2 \cdots (\cos \varphi_{d-1})^{d-2} \|r\|^{d-1} \varrho(\|r\|) dr d\varphi_{d-1} \cdots d\varphi_1.$$

If $f$ is a $C^k$ function with $\|D^\alpha f\|_{\infty} \leq 1$ for all $|\alpha| \leq k$, then we also have a bound for all $\|D^\alpha f\|_{\infty}$, for $|\alpha| \leq k$. Therefore it is enough to prove error bounds for $\tilde{f} \in C^k$ and to guarantee that the algorithm is exact for polynomials of degree less than $k$.

Observe that this integral is a tensor product of univariate integrals. We want to apply a tensor product algorithm and use a known technique to prove the optimal rate $n^{-k/d}$ for it. Assume that we have several one-dimensional integrals and that for any of these we have the optimal rate $n^{-k}$ for certain quadrature formulas. Then one can study the product formulas for the product integral and it turns out that we obtain, using this product formulas, the optimal rate $n^{-k/d}$ in the multivariate case. See Davis and Rabinowitz (1984, p. 361) and Haber (1970, p. 488–489).

We already mentioned in §1 that the Gauss formulas do not always give the optimal rate in the general (non-compact) case. Therefore we study more general spherical product algorithms in §3. Even in the compact case one may want to modify the classical spherical product Gauss formulas, to deal with functions that have a singularity in the origin. The following examples can serve as a starting point for the modifications in §4.

2.1. Examples. Assume that the integrand has the form

$$f(x) = \tilde{f}(\|x\|)$$

(11)
and we also put $\tilde{f}(y) = \tilde{f}(y)$.

In particular we first consider for $d = 3$ the two examples

\[ f_1(x) = ||x|| \quad \text{and} \quad f_2(x) = -||x|| \log(||x||) \]

for the weight function $g_1 = 1_{[0,1]}$. Then we obtain

\[ G_n[f] = Q_\ell[f], \]

where $Q_\ell$ is the Gaussian formula with $n = \ell^d$ points if $\ell$ is even and $n = \ell^d - \ell^{d-1} + 1$ if $\ell$ is odd, for the (univariate) weight function

\[ \omega(x) = \frac{1}{c_d} |x|^{d-1} \omega(||x||) \]

on $\mathbb{R}$. Here $c_d = 2\pi^{d/2}/\Gamma(d/2)$ is the $(d-1)$-dimensional volume of $\{ x : ||x|| = 1 \}$. For $d = 3$ we have $c_3 = 4\pi$.

Even if $\tilde{f}$ is very smooth on $\mathbb{R}^+$ then still $f$ is (in general) only Lipschitz on $\mathbb{R}$. Therefore we can not expect a high rate of convergence.\(^1\)

All numerical results in this paper are obtained using Maple V using a sufficiently high precision to guarantee that the rounding errors are small compared to the error of the algorithm. So the errors shown are only due to the algorithm. Observe that all algorithms studied in this paper are stable because we use quadrature formulas with positive weights.

Because of the simple relation (12), one should not compute the integral of a function (11) by means of a product formula. We include these examples only to show that the error of the classical spherical product Gauss formulas is rather large even for some simple functions. We use another test function,

\[ f_3(x) = (1 + x_1^2) \cdot \exp(||x||), \]

again for the weight function $g_1 = 1_{[0,1]}$ and $d = 3$. Here $x_1$ refers to the first coordinate of a point $x$. In Table 1 we present the absolute errors of the classical spherical product Gauss formulas on our test functions.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
n & f_1 & f_2 & f_3 \\
\hline
101 & 3.52695E-2 & 7.64671E-2 & 3.42661E-2 \\
1000 & 6.02331E-4 & 1.15635E-3 & 5.91007E-4 \\
3151 & 8.02675E-4 & 2.53171E-3 & 7.99693E-4 \\
8000 & 4.81768E-5 & 1.23438E-4 & 4.79278E-5 \\
15000 & 1.19860E-4 & 4.35621E-4 & 1.19864E-4 \\
27000 & 1.04017E-5 & 3.06622E-5 & 1.03716E-5 \\
\hline
\end{tabular}
\caption{Errors of classical spherical product Gauss formulas for $g_1$.}
\end{table}

\(^1\)Knut Petras kindly explained us that the theory of Peano kernels could be used to obtain error bounds for functions of the form (11). For us these functions only serve as an example and whenever rates of convergence are mentioned, these are obtained by fitting the numerical results.
We also investigate for $d = 3$ the above examples with the weight function $g_2(r) = r^{-2}$ on $[0, 1]$. Then we obtain

$$G_n[f] = Q_n[f]$$

for functions of the form (11), where $Q_n$ is the Gaussian formula with $n = \ell^d$ points if $\ell$ is even and $n = \ell^d - \ell^{d-1} + 1$ if $\ell$ is odd, for the constant weight function $2\pi$ on $[-1, 1]$. Using the same functions $f_i$ from above, with the new weight function on the unit ball of $\mathbb{R}^3$, we obtain the numerical results presented in Table 2.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3.4655E-1</td>
<td>8.7696E-1</td>
<td>3.4022E-1</td>
</tr>
<tr>
<td>1000</td>
<td>4.7502E-2</td>
<td>1.1764E-1</td>
<td>4.6879E-2</td>
</tr>
<tr>
<td>3151</td>
<td>4.3090E-2</td>
<td>1.5415E-1</td>
<td>4.3003E-2</td>
</tr>
<tr>
<td>8000</td>
<td>1.2022E-2</td>
<td>3.9005E-2</td>
<td>1.2297E-2</td>
</tr>
<tr>
<td>15001</td>
<td>1.3000E-2</td>
<td>6.4821E-2</td>
<td>1.5092E-2</td>
</tr>
<tr>
<td>27000</td>
<td>5.5608E-3</td>
<td>1.9818E-2</td>
<td>5.5554E-3</td>
</tr>
<tr>
<td>rate</td>
<td>$n^{-0.6}$</td>
<td>$n^{-0.54}$</td>
<td>$n^{-0.6}$</td>
</tr>
</tbody>
</table>

Finally, we consider $g_3(r) = \exp(-r^2)$ on $r \geq 0$. Of course we cannot apply Theorem 1 to this example, but the classical spherical product Gauss formulas $G_n$ are still defined.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>4.2353E-1</td>
<td>6.0200E-1</td>
<td>3.7673E-1</td>
</tr>
<tr>
<td>1000</td>
<td>2.4045E-2</td>
<td>2.2034E-2</td>
<td>2.1046E-2</td>
</tr>
<tr>
<td>3151</td>
<td>5.7789E-2</td>
<td>1.1732E-1</td>
<td>5.5724E-2</td>
</tr>
<tr>
<td>8000</td>
<td>6.1811E-3</td>
<td>8.1794E-3</td>
<td>5.8062E-3</td>
</tr>
<tr>
<td>15001</td>
<td>2.1817E-2</td>
<td>5.0194E-2</td>
<td>2.1360E-2</td>
</tr>
<tr>
<td>27000</td>
<td>2.7747E-3</td>
<td>4.2547E-3</td>
<td>2.6536E-3</td>
</tr>
<tr>
<td>rate</td>
<td>$n^{-0.6}$</td>
<td>$n^{-0.5}$</td>
<td>$n^{-0.6}$</td>
</tr>
</tbody>
</table>

If we compare the three weight functions then we can say that $g_1$ is the simplest weight, the errors converge the quickest. This could be expected, since the weight is bounded and the domain is compact.

For completeness, we summarize in Table 4 the integrands and weight functions that we use in this paper, together with the exact value of the integral. In § 4.1 we will present numerical results for the same test integrals and the modified product algorithm.

### 2.2. Discussion

The classical spherical product Gauss formulas have certain advantages and also disadvantages:

- The algorithm is of product type, hence it is easy to describe and also to analyze.
Table 4

Exact results for test problems

| $f_1(x) = ||x||$ | $f_2(x) = ||x||^{-2}$ | $f_3(x) = \exp(-||x||^2)$ |
|-----------------|-----------------|-----------------|
| $\pi$ | $2\pi$ | $2\pi$ |
| $\pi/4$ | $\pi$ | $\pi(\gamma - 1)$ |
| $8\pi(2e - 5)$ | $4\pi(4e - 5)/3$ | $\frac{\pi^3}{6} e^{1/4}(1 + \operatorname{erf}(1/2)) + \frac{\pi^3}{4}$ |

- The rate of convergence is optimal for every $C^k(\mathbb{R}^d)$ if $\phi$ has compact domain.
- The rate of convergence is not optimal for every $C^k(\mathbb{R}^d)$ in the general case.
- The rate of convergence is poor for functions of the form (4) or (11), even in the compact case.

In § 3 we modify the spherical product Gauss algorithm to obtain the optimal rate of convergence for the space $C^k(\mathbb{R}^d)$ in the general case. In § 4 we will construct an algorithm of product type with optimal rate, also for general $\phi$, and also for functions of the form (4) or (11).

3. Spherical Product Algorithms for Smooth Functions. We use the same coordinates as in § 2, but with optimal algorithms for each variable. We only have to change the quadrature formulas for the variable $r$. We obtain an algorithm $Q_n$ with optimal rate of convergence for the class $C^k(\mathbb{R}^d)$, also in the general (non-compact) case. We assume, as always in our paper, that $r \rightarrow r^{d-1}\phi(r)$ is integrable with (2).

Theorem 2. The resulting spherical product algorithm $Q_n$, formally defined in the proof, has optimal rate of convergence for the space $C^k(\mathbb{R}^d)$,

$$e(Q_n, C^k(\mathbb{R}^d)) \asymp n^{-k/d}.$$ 

Proof. We proceed as in the second proof of Theorem 1 and obtain

$$I_4[f] = \int_{-\pi/2}^{\pi/2} \cdots \int_{-\pi/2}^{\pi/2} \int_{\mathbb{R}} f(x) \cos \varphi_2 \cdots (\cos \varphi_d \varphi_1)^{d-2} r^{d-1} \phi(r) dr \, d\varphi_{d-1} \cdots d\varphi_1$$

for $f \in C^k(\mathbb{R}^d)$. Again it is enough to prove error bounds for $\hat{f} \in C^k$ and to guarantee that the algorithm is exact for polynomials of degree less than $k$.

For the variables $\varphi_1, \ldots, \varphi_{d-1}$ we can use the same Gaussian rules as in the classical case, see § 2. Only for the variable $r$ we need to take another algorithm for the integral

$$I_1[f] = \int_{\mathbb{R}} f(r) \, |r|^{d-1} \phi(|r|) \, dr$$

which is exact for polynomials of degree less than $k$ and gives the optimal rate $n^{-k}$ for $C^k$-functions. The existence of such an algorithm follows from known results, if we decompose this integral into

$$I_1[f] = \int_{-R}^{R} f(r) \, |r|^{d-1} \phi(|r|) \, dr \quad \text{and} \quad I_2[f] = \int_{M} f(r) \, |r|^{d-1} \phi(|r|) \, dr,$$

where $M = \{ r \in \mathbb{R} \mid |r| > R \}$ and $R$ is chosen such that $\phi$ is bounded on $M$.

It follows from the known results about the compact case that suitable quadrature formulas exist for $I_1$, see Novak (1988). The existence of suitable algorithms for $I_2$ follows from the results of Wasilkowski and Woźniakowski (2000).
4. Modified Spherical Product Algorithms for Functions with a Singularity. We already motivated this section in § 2.2. We increase the function classes $C^k(\mathbb{R}^d)$ and use slightly different coordinates in this section. The $\varphi_i$ and $r$ are defined by (5) as in §2 but with

$$ r \geq 0, \quad \varphi_{d-1} \in [-\pi, \pi], \quad \text{and} \quad \varphi_i \in [-\pi/2, \pi/2] \quad \text{for} \quad i = 1, \ldots, d - 2. $$

Again we put

$$ f(x_1, \ldots, x_d) = \tilde{f}(\varphi_1, \ldots, \varphi_{d-1}, r), $$

using these new coordinates. Now we define the larger class $\tilde{C}^k(\mathbb{R}^d)$ by

$$ \tilde{C}^k(\mathbb{R}^d) = C^k(\mathbb{R}^d) \cup \{ f \in C(\mathbb{R}^d) \mid ||D^\alpha \hat{f}||_\infty \leq 1, \ |\alpha| \leq k, \ f \text{ periodic w.r.t. } \varphi_{d-1} \}. $$

This class contains functions which are $C^k$ “if written in the (new) spherical coordinates”.

One should observe that the algorithms from § 3 are not good for functions from $\tilde{C}^k(\mathbb{R}^d)$. The reason is that the variable $r$ takes positive as well as negative values in § 3. Therefore we did not get good error bounds for functions of the form (4) or (11). It is easy, however, to modify the algorithms accordingly.

Again the Jacobian is given by (6). The whole integral $I_d[f]$ is again expressed as a tensor product of univariate integrals. Most of these integrals are as in the classical case, only the range in two of the integrals differs, and we obtain

$$ I_d[x_1^{\alpha_1} \cdots x_d^{\alpha_d}] = \int_{\mathbb{R}^d} x_1^{\alpha_1} \cdots x_d^{\alpha_d} g(||x||) \, dx $$

$$ = \int_{-\pi/2}^{\pi/2} (\cos \varphi_1)^{\beta_1} (\sin \varphi_1)^{\alpha_1} \, d\varphi_1, $$

$$ = \int_{-\pi/2}^{\pi/2} (\cos \varphi_2)^{\beta_2} (\sin \varphi_2)^{\alpha_2} \, d\varphi_2, $$

$$ \ldots $$

$$ = \int_{-\pi/2}^{\pi/2} (\cos \varphi_{d-2})^{\beta_{d-2}} (\sin \varphi_{d-2})^{\alpha_{d-2}} (\cos \varphi_{d-2})^{\beta_{d-3}} (\cos \varphi_{d-2})^{\beta_{d-4}} \, d\varphi_{d-2}, $$

$$ = \int_{-\pi/2}^{\pi/2} (\cos \varphi_{d-2})^{\beta_{d-2}} (\sin \varphi_{d-2})^{\alpha_{d-2}} (\cos \varphi_{d-2})^{\beta_{d-3}} (\cos \varphi_{d-2})^{\beta_{d-4}} \, d\varphi_{d-2}, $$

$$ = \int_{0}^{\infty} r^{\beta_d} e^{-\beta_d - 1} g(r) \, dr, $$

where $\beta_i = \alpha_1 + \ldots + \alpha_i$. Now we discuss the univariate formulas needed for these integrals, to obtain a formula of polynomial degree $2\ell - 1$, see also Evans and Swartz (2000, Example 5.5). This algorithm will be exact also for functions of the form

$$ f(x) = ||x|| \cdot p(x), $$

where $p$ is a polynomial of degree (at most) $2\ell - 2$. Observe that for $f$ of the form $f(x) = ||x|| x_1^{\alpha_1} \cdots x_d^{\alpha_d}$, the integral $I_d[f]$ also has the form (14), only $\beta_d$ has to be increased by one.
We can construct such an algorithm similarly as before. First we assume that $\varrho$ has compact support. The modifications for the general case are similar as in § 3 and will be discussed later.

The product algorithm has to be exact if all $\alpha_i$ are even, and the result should be zero when at least one $\alpha_i$ is odd. For the first $d - 2$ integrals we use symmetric Gaussian formulas with $\ell$ points and exactness $2\ell - 1$, as in § 2.

Also the last integral is straightforward, we use (for $\varrho$ with compact support) Gaussian formulas with $\ell$ points for the weight function $\omega(x) = x^{d-1} \varrho(x)$ on $x \geq 0$. This formula, however, is not symmetric and therefore we need a formula for

$$\int_{-\pi}^{\pi} (\cos \varphi)^\beta (\sin \varphi)^\alpha |\cos \varphi|^{d-2} \, d\varphi$$

which is exact for all $\alpha + \beta \leq 2\ell - 1$. Section 5 is devoted to this integral. At this point we only need to know that the lowest possible number of points for such a quadrature formula is $2\ell$, that such a formula always exists and has positive weights.

**Theorem 3.** Assume that $\varrho$ has compact support. Then the resulting algorithm is exact for all functions of the form $p(x) + ||p||q(x)$ whenever $p(x)$ is a polynomial of degree at most $2\ell - 1$ and $q(x)$ is a polynomial of degree at most $2\ell - 2$. It uses $2\ell^d$ function evaluations and has positive weights.

**Proof.** This follows from the construction of the formula.

**Remark 1.** Let $R_{\ell-1}^d$ be the set of all polynomials of degree $\ell$ together with functions of the form $f(x) = ||x||p(x)$ with a polynomial $p$ of degree $\ell - 1$. Coors and Santos-León (2000) study, among other things, cubature formulas which are exact for $R_{\ell-1}^d$. They prove that a cubature formula with exactness $R_{2\ell-1}^d$ must have at least $\dim(R_{\ell-1}^d)$ points. The dimension of $R_{\ell-1}^d$ is given by

$$\dim(R_{\ell-1}^d) = \binom{d + \ell - 1}{d} + \binom{d + \ell - 2}{d}.$$  

For fixed dimension $d$ and large $\ell$ we obtain

$$\dim(R_{\ell-1}^d) \approx \frac{2}{d^d},$$

hence the upper bound, given by Theorem 3, is roughly $d!$ times as large as the lower bound.

**Theorem 4.** Assume that $\varrho$ has compact support. Then the described algorithm has the optimal rate of convergence $n^{-k/d}$ for the class $\tilde{C}^k(\mathbb{R}^d)$.

**Proof.** The proof is as the proof of Theorem 1 with the difference that now we use the spherical coordinates introduced earlier in this section.

For the general (non-compact) case only the algorithm for the variable $r$ has to be changed. This is done (almost) as in the proof of Theorem 2. For the univariate integral

$$I[f] = \int_0^\infty f(x) x^{d-1} \varrho(x) \, dx$$

we need quadrature formulas that yield the optimal rate $n^{-k}$ and are exact for polynomials of degree less than $k$.

**Theorem 5.** The respective algorithm has the optimal rate $n^{-k/d}$ for the class $\tilde{C}^k(\mathbb{R}^d)$. 
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4.1. Examples. We will now see how the modified spherical product Gauss formulas behave on the test functions we used in § 2.1. Of course the integrand \( f_1 \) now is trivial since the algorithm is designed to produce the exact result for this function.

So we only present numerical results for the test functions \( f_2 \) and \( f_3 \) for the three weight functions we considered earlier, see Table 4. In Table 5 and 6 we give the absolute errors for these test functions.

| Table 5 |
| Errors of modified spherical product Gauss formulas for \( f_2 \). |
|---|---|---|---|
| \( n \) | \( \varphi_1 \) | \( \varphi_2 \) | \( \varphi_3 \) |
| 128 | 5.97110E−5 | 8.15778E−3 | 1.33392E−3 |
| 1024 | 6.45179E−7 | 6.14338E−4 | 4.21752E−5 |
| 3456 | 3.73603E−8 | 1.30222E−4 | 4.80580E−6 |
| 8192 | 4.61692E−9 | 4.27581E−5 | 1.01310E−6 |
| 16000 | 8.89036E−10 | 1.79180E−5 | 2.91964E−7 |
| 32140 | 1.61906E−10 | 7.47603E−6 | 8.27395E−8 |
| rate & \( n^{−2.5} \) & \( n^{−1.3} \) & \( n^{−1.9} \) |

| Table 6 |
| Errors of modified spherical product Gauss formulas for \( f_3 \). |
|---|---|---|---|
| \( n \) | \( \varphi_1 \) | \( \varphi_2 \) | \( \varphi_3 \) |
| 128 | 2.67588E−8 | 1.30226E−04 | 8.86155E−04 |
| 1024 | 2.50650E−21 | 3.06228E−20 | 1.78178E−11 |
| 3456 | 2.67289E−35 | 3.53684E−35 | 2.26710E−20 |
| 8192 | 1.63768E−52 | 2.38601E−51 | 5.04156E−30 |
| 16000 | 1.22898E−69 | 1.74173E−68 | 3.45789E−40 |
| 32140 | 4.80195E−92 | 6.98381E−91 | 1.87378E−53 |

Observe that \( f_2 \) is not smooth, even with respect to the new spherical coordinates. Therefore we only get a bounded rate of convergence for this function. Nevertheless, the results are much better than the results of the classical rules. The integrand \( f_3 \) is contained in every \( C^4(\mathbb{R}^3) \) and the results are excellent.

In Figures 1 and 2 we show some errors for both the classical and the modified spherical product Gauss formulas on a log-log scale. The circles refer to results of the classical algorithm and the boxes refer to results of the modified algorithm. One clearly sees that for \( f_2 \) the convergence is of the form \( n^{−\alpha} \) for some \( \alpha > 0 \) and that for \( f_3 \) there is an exponential convergence. In all cases the error is significantly smaller for the modified rules than for the classical rules.

5. Quadrature formulas for \( \int_{−\pi}^{\pi} f(\varphi) |\cos \varphi|^{d−2} d\varphi \). In this section we will briefly discuss quadrature formulas for the integral

\[
\int_{−\pi}^{\pi} f(\varphi) |\cos \varphi|^{d−2} d\varphi
\]
which are, for a given \( \ell \), exact for the class

\[
\{ (\cos \varphi)^\beta (\sin \varphi)^\alpha \mid 0 \leq \alpha + \beta \leq 2\ell - 1, \ \alpha, \beta \in \mathbb{N} \}.
\]

In other words, we are interested in quadrature formulas of trigonometric degree \( 2\ell - 1 \) for (17). Such quadrature formulas play a crucial role in the modified spherical product rules and we did not encounter them in the literature for \( d \geq 3 \).

In case \( d = 2 \) the integral (17) has a constant weight function. It is well known that the minimal number of points in a quadrature formula in this case is \( 2\ell \) and that every quadrature formula with equidistant points and equal weights is a minimal quadrature formula. One can shift the points, i.e., there is one free parameter.

Since the weight function \( |\cos \varphi|^{d-2} \) in (17) is nonnegative, it is known that the minimal number of points always is equal to \( 2\ell \). See, e.g., Mysovskikh (1985) and Cools (1997). Furthermore, it is proven by Mysovskikh (1985) that for non-negative weight functions a 1-parameter family of quadrature formulas exists with \( 2\ell \) real points in the interval and all weights positive. The proof of Mysovskikh (1985) is constructive. To start this construction the moments

\[
\mu_k = \int_{-\pi}^{\pi} e^{-ik\varphi} |\cos \varphi|^{d-2} d\varphi, \ i^2 = -1, \ k = 0, \ldots, 2\ell - 1
\]
are required. For even $d$ one easily obtains

$$
\mu_k = \begin{cases} 
2^{3-d} \pi \left( \frac{d-2}{k+\frac{d-2}{2}} \right) & \text{for } k \text{ even and } k \leq d \\
0 & \text{otherwise.}
\end{cases}
$$

For odd $d$ one obtains\(^2\)

$$
\mu_k = \begin{cases} 
2^{3-d} \pi (d-2)! \Gamma\left(\frac{d+k}{2}\right)^{-1} \Gamma\left(\frac{d-k}{2}\right)^{-1} & \text{for } k \text{ even} \\
0 & \text{for } k \text{ odd.}
\end{cases}
$$

In our numerical experiments, we always choose the origin as a point of the quadrature formula. Then we obtain a symmetric formula, i.e., if $x_i$ is a point with corresponding weight $w_i$, then $-x_i$ is also a point with the same weight.

Observe that (17) can be rewritten as

$$
\int_{-\pi}^{\pi} f(\varphi) |\cos \varphi|^{d-2} d\varphi = \int_{-\pi/2}^{\pi/2} f(\varphi) (\cos \varphi)^{d-2} d\varphi + (-1)^d \int_{-\pi/2}^{\pi/2} f(\varphi) (\cos \varphi)^{d-2} d\varphi
$$

$$
= \int_{-\pi/2}^{\pi/2} f(\varphi) (\cos \varphi)^{d-2} d\varphi + \int_{-\pi/2}^{\pi/2} f(\varphi + \pi) (\cos \varphi)^{d-2} d\varphi.
$$

\(^2\)We are indebted to Patrick Van Gucht whose tedious computations confirmed this.
Each of these integrals has the same form as (8) and can be well approximated by Gauss-Jacobi quadrature formulas, as explained in [2]. This also results in a quadrature formula for (17) of degree $2\ell - 1$ with $2\ell$ points. In fact, for odd $\ell$ it coincides with the formula we used in our experiments.

REFERENCES


Date: July 26, 2000