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Abstract

The lifting scheme provides an easy way to construct wavelet bases on irregular meshes in one or more dimensions. However, analysis shows that the standard implementation where a primal lifting step is used to increase the number of vanishing moments of the wavelets can compromise the stability of the resulting wavelet basis.

We propose a modification which solves this issue. With this modification, uniform stability can be guaranteed for a standard two-step lifted wavelet transform comprising one dual (prediction) and one primal (update) lifting step.

1 Introduction

We are concerned with nonstationary biorthogonal wavelet bases. The basic structure is a strictly increasing sequence $\mathcal{V} := \{V_j\}_{j \geq 0}$ of closed subspaces of a Hilbert space $\mathcal{H}$ whose union is dense in $\mathcal{H}$,

$$V_j \subset V_{j+1}, \ j \geq 0, \ \text{and} \ \text{clos} \bigcup_{j=0}^{\infty} V_j = \mathcal{H}.$$  

This is called a multiresolution analysis (MRA). Between every two successive spaces in $\mathcal{V}$, construct algebraic complements $W_j$ so that

$$V_{j+1} = V_j \oplus W_j.$$  

The symbol ‘$\oplus$’ denotes the inner sum of disjoint linear spaces. The complement space $W_j$ is not necessarily orthogonal to $V_j$. With the notational convention that $W_{-1} := V_0$, we call the sequence $\mathcal{W} := \{W_j\}_{j \geq -1}$ a multiscale decomposition (MSD) of $\mathcal{H}$.

Our terminology is liberal, in that any basis $\Phi_j := \{ \varphi_{jk} \mid k \in \mathcal{K}_j \}$ for the space $V_j$ is referred to as a set of scaling functions, and any basis $\Psi_j := \{ \psi_{jm} \mid m \in \mathcal{M}_j \}$ for any type of complement space $W_j$, $j \geq 0$, is called a set of wavelets at level $j$. This should be contrasted to the stationary setting, where all scaling functions and all wavelets are translates and dilates of a single father c.q. mother function. We consider the general, nonstationary case. Also, more restrictive definitions of the term ‘wavelet’ are found in the literature. In which sense the basis property has to be understood is made clear below.
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A MSD $\mathcal{W}$ with bases $\Phi_j$ and $\Psi_j$ and a second MSD $\tilde{\mathcal{W}}$ with bases $\tilde{\Phi}_j$ and $\tilde{\Psi}_j$ are biorthogonal if

$$\langle \varphi_{jk}, \tilde{\varphi}_{jk'} \rangle = \delta_{kk'}, \quad \langle \psi_{jm}, \tilde{\varphi}_{jk} \rangle = 0,$$

$$\langle \varphi_{jk}, \tilde{\psi}_{jm'} \rangle = 0, \quad \langle \psi_{jm}, \tilde{\psi}_{jm'} \rangle = \delta_{mm'},$$

where $\delta_{kk'}$ is the Kronecker symbol. By convention, $\mathcal{W}$ is called the primal MSD and $\tilde{\mathcal{W}}$ the dual MSD, but their roles can obviously be interchanged.

The lifting scheme, proposed by Sweldens [13], starts from an initial pair of biorthogonal MSDs and builds a new pair, leaving the MRA on one side unchanged. In primal lifting the primal scaling functions are kept and the primal wavelets are modified to meet some chosen requirements by adding a linear combination of scaling functions:

$$\tilde{\varphi}_{jk} := \varphi_{jk}, \quad \tilde{\psi}_{jm} := \psi_{jm} - \sum_k u_{km} \varphi_{jk}. \quad (1.1)$$

This operation changes the complement spaces $W_j$. To maintain biorthogonality, the dual scaling functions and wavelets are modified accordingly. In dual lifting the analogous operation is performed on the dual side. The most common realization of the lifting scheme comprises two consecutive steps: a dual lifting steps from a trivial initial pair of MSDs, followed by a primal lifting step.

The lifting scheme can be a tool in the construction of wavelet bases: sometimes it is more convenient to define the lifting steps rather than the resulting basis functions. This is the point of view which is adopted in this paper. It has been shown [6] that lifting is rather powerful, in that any stationary biorthogonal wavelet transform with finite filters can be factored into lifting steps. The lifting scheme is easy to implement, gives efficient algorithms, but its main attraction is perhaps its flexibility, owing to the explicit character of (1.1). This is an important advantage when dealing with meshes of irregular geometry and connectivity.

Signal processing applications such as compression and denoising in a wavelet basis assume equivalence of the $L_2$-norm of a signal $f$ and the $\ell_2$-norm of the sequence of its wavelet coefficients $c$,

$$m \| c \|_{\ell_2} \leq \| f \|_{L_2} \leq M \| c \|_{\ell_2}, \quad (1.2)$$

where $m$ and $M$ depend only on the wavelet basis and should be close to each other. Thus the error made in the signal by discarding one coefficient is bounded from above and from below by the magnitude of the coefficient up to the constants $M$ and $m$. The property (1.2) will define $L_2$-stability of the wavelet basis.

Another class of applications where stability is essential are variational problems

$$\text{find } u \in H^r \text{ such that } a(u, v) = f(v), \quad \forall v \in H^r \quad (1.3)$$

in a Sobolev space $H^r$, with $f \in H^{-r}$ and $a(u, v)$ symmetric and $H^r$-elliptic, i.e.

$$m_0^2 \| v \|^2_{H^r} \leq a(v, v) \leq M_0^2 \| v \|^2_{H^r}, \quad 0 < m_0, M_0 < \infty.$$

The variational formulation of a second-order elliptic partial differential equation (where $r = 1$) is an example. If the MRA defined above is in $H^r$, Galerkin discretization of (1.3) in any of the spaces $W_j$ gives the discrete problem

$$\text{find } u_j \in V_j \text{ such that } a(u_j, v_j) = f(v_j), \quad \forall v_j \in V_j. \quad (1.4)$$
When expressed in a basis \( \Xi_j = \{ \xi_{jk} \}_k \) for \( V_j \), (1.4) becomes the linear system

\[
A_j c_j = f_j
\]

with \( A_j = [a(\xi_{jk}, \xi_{jl})]_{kl} \), \( \sum_k c_{jk} \xi_{jk} = u_j \) and \( f_{jk} = f(\xi_{jk}) \). Here and in the sequel, we denote by \( c_{jk} \) the elements of a vector \( c_j \). The number of unknowns grows exponentially as \( j \) is increased. In view of the numerical solution of (1.5), we would like the spectral condition number of the matrix \( A_j \) to remain bounded for increasing \( j \). Using symmetry and \( H^r \)-ellipticity of \( a(\cdot, \cdot) \), one easily checks that this is equivalent to the basis \( \Xi_j \) being \( H^r \)-stable uniformly in \( j \), i.e.,

\[
m \| c_j \|_{\ell^2} \leq \left\| \sum_k c_{jk} \xi_{jk} \right\|_{H^r} \leq M \| c_j \|_{\ell^2},
\]

with \( m \) and \( M \) independent of \( j \).

The standard implementations in \cite{13} and subsequent papers do not consider stability issues. Although developed independently, lifting fits in the stability theory of \cite{1}, where a characterization is given of all stable wavelet bases starting from a given MRA. The objectives in the present paper are double. Firstly, we aim to explain some observed stability problems in the classical use of the two-step lifting scheme. In a recent report, Jansen \cite{8} describes stability problems with lifted wavelet bases in the context of signal denoising. Our analysis locates the origin of the problem in the primal lifting step. Secondly, we want to propose a modification which is simple and yields wavelet bases and complement spaces that are uniformly stable. It should be noted that we do not show multiscale stability.

The remainder of this paper is structured as follows. Section 2 recalls some of the existing theory on the stability of multiscale bases and multiscale transforms. These concepts are next applied to the lifting scheme. Section 3 places the principle of lifting and the two-step construction in the context of the preceding stability theory, and in Section 4, we investigate stability issues in the so-called update step and develop a modified update method.

2 Multiscale Bases and Stability

2.1 Multiscale Decompositions

In a MSD \( W \) as defined in Section 1, define the two-scale transform \( A_j \) as

\[
A_j : V_j \boxplus W_j \rightarrow V_{j+1} : (v, w) \mapsto v + w.
\]

To avoid notational confusion, we use the symbol ‘\( \boxplus \)’ instead of ‘\( \oplus \)’ to denote the direct sum of inner product spaces. The direct sum of \( V \) and \( W \) is the product space \( V \times W \) endowed with the inner product \( \langle (v, w), (v', w') \rangle_{V \oplus W} : = \langle v, v' \rangle_V + \langle w, w' \rangle_W \). Note that \( A_j \) is invertible because of the assumption that \( W_j \) is an algebraic complement.

**Definition 2.1.** The subspace \( W_j \) is a stable complement of \( V_j \) in \( V_{j+1} \) if \( A_j \) in (2.1) is bounded and boundedly invertible. The complements \( \{ W_j \} \) are said to be uniformly stable if the condition number of \( A_j \) is bounded uniformly in \( j \).

It is easy to find a more explicit condition. We introduce a number which characterizes the degree of complement stability in an intuitive way. It can be thought of intuitively as the cosine of the angle between two spaces.
Proposition 2.2. Given $V_{j+1} = V_j \oplus W_j$, define

$$\alpha_j := \sup_{v \in V_j, w \in W_j} \left| \left\langle \frac{v}{\|v\|}, \frac{w}{\|w\|} \right\rangle \right|_\mathcal{H}.$$ \hspace{1cm} (2.2)

Then $W_j$ is a stable complement of $V_j$ if and only if $\alpha_j < 1$. The condition number $\kappa(A_j)$ equals $(1 + \alpha_j)^{1/2}(1 - \alpha_j)^{-1/2}$.

Proof. The two-scale transform $A_j$ itself is always bounded, since

$$\|A_j\|^2 = \sup_{v, w \neq 0} \frac{\|v + w\|^2}{\|(v, w)\|_{\mathcal{H}}^2} = 1 + \sup_{v, w \neq 0} \frac{2|\langle v, w \rangle|}{\|v\|_\mathcal{H}^2 + \|w\|_\mathcal{H}^2} = 1 + \sup_{\|v\| = \|w\| = 1} |\langle v, w \rangle| = 1 + \alpha_j.$$ 

The operator norm of $A_j^{-1}$ is given by

$$\|A_j^{-1}\|^2 = \sup_{v, w \neq 0} \left( 1 + \frac{2 \text{Re} \langle v, w \rangle}{\|v\|_\mathcal{H}^2 + \|w\|_\mathcal{H}^2} \right)^{-1} = \frac{1}{1 - \alpha_j}$$ \hspace{1cm} (2.3)

if $\alpha_j < 1$, and otherwise $A_j^{-1}$ is unbounded. \hspace{1cm} \Box

A fine-resolution space $V_J$ can be written as a telescopic decomposition into a coarser resolution space and complement spaces,

$$V_J = V_j \oplus \bigoplus_{i=j}^{J-1} W_i.$$ \hspace{1cm} (2.4)

Thus any element $v_J = v_j + \sum_{i=j}^{J-1} w_i$ of $V_J$ can be written in multiscale form as a vector $(v_j, w_j, \ldots, w_{J-1})$ in the direct sum space $V_j \oplus W_j \oplus \cdots \oplus W_{J-1}$.

The conversion from multiscale form to single-scale form is termed a multiscale transform

$$T_J^j : V_J \oplus \bigoplus_{i=j}^{J-1} W_i \to V_J : (v_j, w_j, \ldots, w_{J-1}) \mapsto v_J = v_j + \sum_{i=j}^{J-1} w_i,$$

or, written in terms of the two-scale transform,

$$T_{j+1}^j (v_j, w_j, \ldots, w_{J-1}) = A_{J-1} \left( T_{j-1}^j (v_j, w_j, \ldots, w_{J-2}), w_{J-1} \right),$$

$$T_{j+1}^j (v_j, w_j) = A_j (v_j, w_j).$$

In a similar way as complement stability was based upon two-scale transforms, multiscale transforms define a notion of stability for MSDs.

Definition 2.3. A MSD of $\mathcal{H}$ is stable if $T_0^\infty : \bigoplus_{i=-1}^{\infty} W_i \to \mathcal{H} : (w_{-1}, w_0, \ldots) \mapsto \sum_{i=-1}^{\infty} w_i$ is bounded and boundedly invertible.
A stable MSD in the sense of the above definition is an instance of what is called a stable subspace splitting [16, 12] in the theory of Schwarz methods. Stability of a MSD is not equivalent to uniform complement stability; in $L_2(\Omega)$ with $\Omega \subseteq \mathbb{R}^2$, the standard hierarchical basis [17] on two-dimensional triangulations is a known counterexample. However, we will see that the former implies the latter. First we show that the multiscale transform over all levels is connected to intermediate multiscale transforms over a finite number of levels in a way one would expect.

**Proposition 2.4.** Let $W$ be a MSD. Then the following are equivalent:

(i) $T_J^0$ are uniformly well-conditioned, i.e. $\exists 0 < m, M < \infty$ independent of $J$ such that

$$ \|T_J^0\| \leq M, \quad \|(T_J^0)^{-1}\| \leq m^{-1}. $$

(ii) $T_{\infty}^0$ is bounded and boundedly invertible.

Furthermore, the sequences $\{\|T_J^0\|\}$ and $\{(T_J^0)^{-1}\}$ (and hence the sequence of condition numbers $\{\kappa(T_J^0)\}$) are monotone nondecreasing.

**Proof.** Monotonicity follows immediately from the embedding $V_J \subset V_{J+1}$. We show that if the $T_J^0$ are uniformly well-conditioned, then $T_{\infty}^0$ and its inverse are both bounded; the converse is clear. Pick $v \in \mathcal{H}$, $v = T_{\infty}^0(w_{-1}, w_0, \ldots)$, and let $T_J^0(w_{-1}, w_0, \ldots, w_{J-1}) =: v_J \in V_J$. Then

$$ \|v_J\| \leq M \|(w_{-1}, w_0, \ldots, w_{J-1})\| \leq M \|(w_{-1}, w_0, \ldots)\|, $$

and $\lim_{J \to \infty} \|v_J\| = \|v\|$, so that $\|T_{\infty}^0\| \leq M$. As to the norm of the inverse, for any $J$ it holds that

$$ \|(w_{-1}, w_0, \ldots, w_{J-1})\| \leq m^{-1} \|v_J\|. $$

Since the right-hand side converges to $\|v\|$ and the left-hand side is strictly increasing for $J \to \infty$, it follows that $\|(T_{\infty}^0)^{-1}\| \leq m^{-1}$. \qed

**Proposition 2.5.** If the multiscale transforms $T_J^0$ are uniformly well-conditioned, then so are the two-scale transforms $A_j$. More specifically, one has

$$ \kappa(T_J^0) \geq \max_{0 \leq j < J} (1 - \alpha_j)^{-1/2} $$

with $\alpha_j$ from (2.2).

**Proof.** Let $T_J^0|\omega_{-1}, w_0, \ldots, w_{J-1}) = v_J \in V_J$ and $w_J \in W_J$. Then

$$ \|v_J\|^2 + \|w_J\|^2 \leq \|T_J^0\|^2 \left( \sum_{i=1}^{J-1} \|w_i\|^2 \right) + \|w_J\|^2 \leq \|T_J^0\|^2 \|(w_{-1}, w_0, \ldots, w_{J-1}, w_J)\|^2 \leq \|T_J^0\|^2 \|(T_{J+1}^0)^{-1}\|^2 \|v_J + w_J\|^2. $$

Since $\|T_J^0\| \leq \|T_{J+1}^0\|$, the result follows from (2.3) and the monotonicity of $\{\kappa(T_J^0)\}$. \qed
Hence a necessary condition for stability of the MSD is that the complement spaces be uniformly stable.

Sufficient conditions for stability of a MSD have been established by Dahmen [3, 4]. The main result is included here for completeness. Let \( \mathcal{W} \) be a MSD in \( \mathcal{H} \) and define the projectors

\[
P_j : \mathcal{H} \rightarrow V_j : v = T^0_\infty (w_{-1}, w_0, \ldots) \mapsto v_j = \sum_{i=-1}^{j-1} w_j.
\]

Then the spaces defined as the range of the adjoint projectors \( \hat{V}_j := \text{range } P^*_j \) are nested and dense in \( \mathcal{H} [3] \), and thus form a dual MRA \( \hat{\mathcal{V}} \). The following is shown.

**Theorem 2.6 ([4, Theorem 5.6]).** Let \( \mathcal{V} \) be a MRA in \( \mathcal{H} \), and let \( P_j \) be projectors with ranges \( V_j \) such that the spaces \( V_j := \text{range } P^*_j \) are also nested. If the projectors \( P_j \) are uniformly bounded in \( \mathcal{H} \), and if there is a family of uniformly bounded subadditive functionals

\[
\omega(\cdot, t) : \mathcal{H} \rightarrow \mathbb{R}^+, \ t > 0 \text{ with } \lim_{t \to 0^+} \omega(v, t) = 0 \ \forall v \in \mathcal{H}
\]

such that the pair of direct and inverse estimates

\[
\begin{align*}
\min_{v_j \in V_j} \|v - v_j\|_\mathcal{H} &\leq \omega(v, 2^{-j}) \quad \forall v \in \mathcal{H}, \\
\omega(v_j, t) &\leq (\min \{1, 2^j t\})^\gamma \|v_j\|_\mathcal{H} \quad \forall v_j \in V_j
\end{align*}
\]

holds for \( \mathcal{V} \) and similarly for \( \hat{\mathcal{V}} \) with some \( \gamma, \hat{\gamma} > 0 \), respectively, then

\[
\|v\|_\mathcal{H}^2 \sim \sum_{j=0}^\infty \|P_j - P_{j-1}\|_\mathcal{H}^2
\]

with the convention that \( P_{-1} := 0 \).

Under the conditions of this theorem, the MSD corresponding to the projectors \( P_j \) through (2.5) is stable. The results in [3, 4] are formulated in terms of the primal and dual MRAs without the complement spaces intervening directly, which differs from our approach in this section. The rationale behind it is that it is often relatively easy to find simple uniformly stable bases that span a pair of biorthogonal MRAs.

### 2.2 Bases in Multiscale Decompositions

In the above, we have been dealing only with linear spaces without reference to bases for these spaces. We now introduce bases in the subspaces of a MSD. We briefly recall the definition of a Riesz basis that is used in this paper. For more details the reader is referred to [5, Ch.3].

**Definition 2.7.** A countable set \( \{\xi_k\} \) in \( U \subseteq \mathcal{H} \) is a frame if there are positive constants \( m, M \) such that for any \( u \in U \)

\[
m^2 \|u\|_\mathcal{H}^2 \leq \sum_k \|\langle u, \xi_k \rangle_\mathcal{H}\|^2 \leq M^2 \|u\|_\mathcal{H}^2.
\]

The best constants \( m^2, M^2 \) in (2.7) are the frame bounds.
Definition 2.8. A frame in $U$ which is minimal in the sense that it loses the frame property if any of its elements is removed, is a Riesz basis for $U$. The best $m$ and $M$ in (2.7) are called the Riesz constants of the Riesz basis. The ratio $M/m$ is then the Riesz condition number.

If a frame $\{\xi_k\}$ is a Riesz basis, the representation $u = \sum_k c_k \xi_k$ is unique, and there is a unique dual Riesz basis $\{\hat{\xi}_k\}$ with Riesz constants $M^{-1}, m^{-1}$, and with the property that

$$u = \sum_k \langle u, \xi_k \rangle \hat{\xi}_k = \sum_k \langle u, \xi_k \rangle \hat{\xi}_k.$$

One has that $\{\xi_k\}$ is a Riesz basis for the closure of its linear span if and only if for any sequence of coefficients $c \in \ell_2$

$$m \|c\|_{\ell_2} \leq \left\| \sum_k c_k \xi_k \right\|_H \leq M \|c\|_{\ell_2}. \quad (2.8)$$

The best constants in this formulation are equal to the Riesz constants.

Definition 2.9. A sequence of Riesz bases $\{\xi_{jk}\}$ for spaces $U_j \subseteq H$ with Riesz constants $m_j, M_j$ is uniformly stable if $m_j^{-1}$ and $M_j$ are bounded uniformly in $j$.

For convenience of notation, an expression like $\forall j, \forall u_j = \sum_k c_{jk} \xi_{jk}$ : $\|u_j\|_H \leq M \|c_j\|_{\ell_2}$ with $M < \infty$ independent of $j$, will be written more concisely as $\|u_j\|_H \lesssim \|c_j\|_{\ell_2}$. The notation $\|u_j\|_H \sim \|c_j\|_{\ell_2}$ means that $\|u_j\|_H \lesssim \|c_j\|_{\ell_2} \lesssim \|u_j\|_H$.

In the sequel, we will assume a Riesz basis $\Phi_j$ is given for each $V_j$, and a Riesz basis $\Psi_j$ for each $W_j$,

$$V_j = \text{clos span } \Phi_j, \quad \Phi_j := \{ \varphi_{jk} \mid k \in K_j \}$$

$$W_j = \text{clos span } \Psi_j, \quad \Psi_j := \{ \psi_{jm} \mid m \in M_j \},$$

with $K_j$ and $M_j$ unspecified index sets. In many practical applications, this is actually the way the spaces $V_j$ are defined: as the closed span of a set $\Phi_j$.

The multiresolution structure of $V_j$ and $W_j$ is equivalent to refinability of the bases: there exist unique refinement masks $\{h_{jk}\}$ and $\{g_{jm}\}$ such that

$$\varphi_{jk} = \sum_{l \in K_{j+1}} h_{jkl} \varphi_{j+1,l}, \quad \psi_{jm} = \sum_{l \in K_{j+1}} g_{jml} \psi_{j+1,l}.$$

Letting the sets $\Phi_j$ and $\Psi_j$ double as (possibly infinite) row vectors, the refinement relations above can be written as matrix expressions

$$\Phi_j = \Phi_{j+1} H_j \quad \text{and} \quad \Psi_j = \Phi_{j+1} G_j.$$

Unconditional convergence of these expressions follows from the Riesz basis property of $\Phi_{j+1}$.

2.3 Multiscale Bases and Multiscale Transforms

We can now reformulate the two-scale transform in terms of the given bases, as

$$A_j : \ell_2(K_j) \boxtimes \ell_2(M_j) \to \ell_2(K_{j+1}) : (a_j, b_j) \mapsto H_j a_j + G_j b_j \quad (2.9)$$

or in matrix notation

$$A_j := [H_j \ G_j], \quad A_j \begin{bmatrix} a_j \\ b_j \end{bmatrix} = H_j a_j + G_j b_j. \quad (2.10)$$
Complement stability, being defined as bounded invertibility of the basis-free two-scale transform \( A_j \), is immediately related to the two-scale transform matrix \( A_j \). The following result is a uniform version of a remark from [2].

**Proposition 2.10.** Assume that \( \Phi_j \) are uniformly stable Riesz bases in a MRA \( \{ V_j \} \), with refinement matrices \( H_j \). Then the following are equivalent:

(i) \( W_j := \text{clos}_H \text{ span } \Psi_j \), with \( \Psi_j := \Phi_{j+1} G_j \), are uniformly stable complements of \( V_j \) in \( V_{j+1} \), and \( \Psi_j \) are uniformly stable Riesz bases for \( W_j \)

(ii) \( A_j := [H_j \ G_j] \) and its inverse are both uniformly bounded.

**Proof.** The implication (i) \( \Leftrightarrow \) (ii) is clear. To prove the forward implication, note that if \( A_j \) are uniformly bounded, then so are \( G_j \). Let \( w_j = \Phi_{j+1} G_j b_j \). Since \( \Phi_{j+1} \) are uniformly stable, uniform boundedness of \( G_j \) implies \( \| w_j \| \sim \| G_j b_j \| \lesssim \| b_j \| \). On the other hand, denote the inverse of \( A_j \) as \( [H_j \ G_j]^T \). Then \( G_j^T \) are also uniformly bounded and \( b_j = G_j^T G_j b_j \), so that \( \| b_j \| \lesssim \| G_j b_j \| \sim \| w_j \| \). Hence \( \Phi_{j+1} G_j \) are uniformly stable bases for their closed spans.

Because of the decomposition (2.4), an element of \( V_j \) can be expressed in any of two ways,

\[
\Phi_j a_j = \Phi_j a_j + \sum_{i=j}^{J-1} \Psi_i b_i ,
\]

in single-scale form by its coordinates \( a_j \) in the single-scale basis \( \Phi_j \), and in multiscale form by the vector of coefficients \([ a_j^T \ b_j^T \ldots \ b_{j-1,j}^T ]^T \) in the multiscale basis \( \Xi_j := \Phi_j \cup \bigcup_{i=j+1}^{J-1} \Psi_i \).

It is clear that if the complement spaces \( W_j \) are orthogonal to the respective \( V_j \) and if \( \Psi_j \) are uniformly stable bases for \( W_j \), then by the Pythagorean theorem \( \Xi_j \) are uniformly stable bases for \( V_j \). As the next result states, this also holds for MSDs that are not necessarily orthogonal, as long as they are stable.

**Proposition 2.11.** A necessary and sufficient condition for \( \Xi_j^0 \) being uniformly stable bases for \( V_j \) is that

(i) \( T_j^0 \) are uniformly well-conditioned, and

(ii) \( \Psi_j \) are uniformly stable bases for \( W_j \).

Furthermore, the Riesz condition number of \( \Xi_j^0 \) is bounded by \( \kappa(T_j^0) \max_{j \leq J} \{ \kappa(\Psi_j) \} \).

**Proof.** Let \( v_j = \sum_{j=-1}^{J-1} w_j \) with \( w_j = \sum_{m \in M_j} b_{jm} \psi_{jm} \). If \( \Psi_j \) are uniformly stable, then \( \sum_{j=-1}^{J-1} \| w_j \|^2_H \sim \sum_{j=-1}^{J-1} \| b_j \|^2_{L_2(M_j)} \). Uniformly well-conditionedness of \( T_j^0 \) means that \( \| v_j \|^2_H \sim \sum_{j=-1}^{J-1} \| b_j \|^2_{L_2(M_j)} \). Hence sufficiency is trivial. Necessity follows from the fact that if \( \Xi_j^0 \) are uniformly stable, then so are their subsets \( \Psi_j \).

The multiscale transform from multiscale to single-scale form is efficiently performed using Mallat’s multiresolution algorithm. The operation can be written in matrix form as the application of

\[
T_j^j := \begin{bmatrix} A_{j-1} & 0 \\ 0 & I \end{bmatrix} T_{j-1}^j , \quad T_{j+1}^j := A_j .
\]
If the spaces \( V_j \) are finite-dimensional, we may expand \( T_j^j \) into an \( n_J \times n_J \) matrix, where \( n_J \) is the dimension of \( V_j \).

Efficiency of the multiscale transform written in this form depends strongly on the matrices \( A_j \) being sparse. This is a property of the bases involved, and we will always strive to find bases that possess this property.

**Definition 2.12.** The basis \( \Phi_j \) is local relative to \( \Phi_{j+1} \) if the number of nonzero entries in a column of the refinement matrix \( H_j \) is bounded. An analogous definition is made for \( \Psi_j \) and \( G_j \).

The hierarchy of bases \( \{ \Phi_j \} \) is local if for every \( j \), \( \Phi_j \) is local relative to \( \Phi_{j+1} \) and the number of nonzero entries per column of \( H_j \) is bounded uniformly in \( j \). The collection of wavelet bases \( \{ \Psi_j \} \) is local if for every \( j \), both \( \Phi_j \) and \( \Psi_j \) are local relative to \( \Phi_{j+1} \) and the number of nonzero entries per column of \( H_j \) and \( G_j \) are bounded uniformly in \( j \).

If the bases are local, the application of \( T_j^j \) requires \( O(n_J) \) operations.

### 2.4 A Riesz Basis for \( \mathcal{H} \)

One can prove a similar fact as in Proposition 2.4 in terms of the bases in the MSD. The next result is obtained in [9] for a slightly different definition of a frame. The modifications required in the proof for our definition are straightforward. We include a reworded proof for the convenience of the reader.

**Theorem 2.13.** Let \( \mathcal{W} \) be a MSD of \( \mathcal{H} \), and let \( \Psi_j \) be a Riesz basis for \( W_j \). Then the following are equivalent:

(i) the systems \( \Xi_0^0_j \) are uniformly stable bases for \( V_j \)

(ii) \( \Xi^0_\infty := \bigcup_{j=-1}^\infty \Psi_j \) is a Riesz basis for \( \mathcal{H} \).

Moreover, the sequences of Riesz constants \( m_J, M_J \) of \( \Xi^0_j \) are monotone and

\[
0 < m^* = \lim_{J \to \infty} m_J \leq m_J \leq M_J \leq \lim_{J \to \infty} M_J = M^* < \infty
\]

for all \( J \), where \( m^*, M^* \) are the Riesz constants of \( \Xi^0_\infty \).

**Proof.** To prove monotonicity, take \( v_J = \sum_{j=-1}^{J-1} \sum_m c_{jm}\Psi_{jm} \in V_J \subset V_{J+1} \). By (2.8) one has that

\[
M_J^{-2} \|v_J\|_H^2 \leq \sum_{j=-1}^{J-1} \sum_m |c_{jm}|^2 \leq m_J^{-2} \|v_J\|_H^2, \tag{2.11}
\]

and also, because of nestedness,

\[
M_{J+1}^{-2} \|v_J\|_H^2 \leq \sum_{j=-1}^{J} \sum_m |c_{jm}|^2 \leq m_{J+1}^{-2} \|v_J\|_H^2.
\]

The coefficients \( c \) are unique, so \( c_{jm} = 0 \). Since \( m_J, M_J \) are the best constants, one must have \( m_{J+1} \leq m_J \) and \( M_J \leq M_{J+1} \).
We proceed to show that if $m_{\infty} := \lim_{j \to \infty} m_J > 0$ and $M_{\infty} := \lim_{j \to \infty} M_J < \infty$, then $\Xi_{\infty}^0$ is a Riesz basis for $\mathcal{H}$. For any $v \in \mathcal{H}$, let $\{v_n\}$ with $v_n = \sum_{j=-1}^{\infty} \sum_{m} c_{jm}^n \psi_{jm} \in V_j^n$ be a sequence converging to $v$. Since the $m_{j+1}$ are bounded, $\{c^n\}$ is a Cauchy sequence in $\ell_2$. Let $c^*$ be its limit. Then $\sum_{j=-1}^{\infty} \sum_{m} c_{jm}^n \psi_{jm}$ converges strongly to $v$. Using convergence of $\{c^n\}$ and $\{v_n\}$ to $c^*$ and $v$, and the inequalities (2.11) relating both sequences, finally gives

\[ M_{\infty}^{-2} \|v\|^2_{\mathcal{H}} \leq \|c^*\|^2_{\ell_2} \leq m_{\infty}^{-2} \|v\|^2_{\mathcal{H}}. \]

By density, $m_{\infty}$ and $M_{\infty}$ are the best constants.

Conversely, let $\Xi_{\infty}^0$ be a Riesz basis for $\mathcal{H}$ with constants $m^*, M^*$. Any subset of $\Xi_{\infty}^0$ is a Riesz basis for its linear span, with constants bounded by $m^*$ and $M^*$. Again, density of $\mathcal{V}$ implies that $\lim_{j \to \infty} m_J = m^*$ and $\lim_{j \to \infty} M_J = M^*$.

**Corollary 2.14.** Assume that $\Phi_J$ are uniformly stable bases for $V_J$. Then the following are equivalent:

(i) the multiscale transforms $T_J^0$ are uniformly well-conditioned

(ii) $\Xi_{\infty}^0$ is a Riesz basis for $\mathcal{H}$.

**Proof.** This is an immediate consequence of Theorem 2.13. It suffices to see that if the $\Phi_J$ are uniformly stable, $T_J^0$ having uniformly bounded condition numbers is equivalent to uniform stability of $\Xi_{\infty}^0$.

The last corollary states that in order to have uniformly well-conditioned multiscale transforms, one needs a multiscale Riesz basis for $\mathcal{H}$. As the next section recalls, this implies a biorthogonal MSD. Thus biorthogonality appears as a necessary condition for stability.

### 2.5 Biorthogonal Multi-scale Decompositions

Let us first assume for a moment that $\Xi_{\infty}^0$ is a Riesz basis for $\mathcal{H}$. Then there is a unique dual Riesz basis $\Xi_{\infty}^0 = \bigcup_{j=-1}^{\infty} \Psi_j$, which is biorthogonal to $\Xi_{\infty}^0$ and which defines a dual MSD by

\[ \tilde{W}_j := \text{clos span} \tilde{\Psi}_j, \quad \tilde{V}_j := \bigoplus_{j=-1}^{J-1} \tilde{W}_j. \]

Moreover, if $\Phi_J$ are uniformly stable bases for $V_J$, then there are uniformly stable bases $\tilde{\Phi}_J$ for $V_J$ which are biorthogonal to $\Phi_J$. The bases $\Phi_J, \Psi_J$ and their duals $\tilde{\Phi}_J, \tilde{\Psi}_J$ define a pair of biorthogonal MSDs.

We now drop the assumption that $\Xi_{\infty}^0$ is a Riesz basis. A pair of MSDs $\mathcal{W}$ and $\mathcal{W}$ equipped with the single-level Riesz bases $\Phi_J, \Psi_J$ and $\tilde{\Phi}_J, \tilde{\Psi}_J$ is called biorthogonal if $\langle \varphi_{jk}, \psi_{jm} \rangle = \delta_{ku}^* \delta_{mn}$, or

\[ \langle \varphi_{jk}, \psi_{jk'} \rangle = \delta_{ku}, \quad \langle \psi_{jm}, \varphi_{jk'} \rangle = 0, \quad \langle \psi_{jm}, \psi_{jn'} \rangle = 0, \quad \langle \psi_{jm}, \psi_{jn'} \rangle = \delta_{mn}. \]

One then has that $W_J \perp V_J$ and $V_J \perp \tilde{W}_J$. Also, the matrices in the refinement relations

\[ \Phi_J = \Phi_{j+1} H_J, \quad \Psi_J = \Phi_{j+1} G_J, \quad \tilde{\Phi}_J = \tilde{\Phi}_{j+1} H_J, \quad \tilde{\Psi}_J = \tilde{\Phi}_{j+1} G_J, \]
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have the form

\[ H_j = [\langle \varphi_{jk} , \varphi_{j+1,l} \rangle]_{kl}^T, \quad G_j = [\langle \psi_{jm} , \varphi_{j+1,l} \rangle]_{mn}^T, \]

\[ \tilde{H}_j = [\langle \tilde{\varphi}_{jk} , \varphi_{j+1,l} \rangle]_{kl}^T, \quad \tilde{G}_j = [\langle \tilde{\psi}_{jm} , \varphi_{j+1,l} \rangle]_{mn}^T. \]

These refinement matrices satisfy

\[ \tilde{H}_j^T H_j = I, \quad \tilde{H}_j^T G_j = 0, \]
\[ \tilde{G}_j^T H_j = 0, \quad \tilde{G}_j^T G_j = I, \]

which can be rewritten very succinctly using the two-scale transform matrix \( A_j \) from (2.10) and its dual counterpart, as \( A_j^* A_j = A_j A_j^* = I \). A pair of matrices with this property are said to be biorthogonal matrices. Hence the inverse of \( A_j \) is given by \( A_j^* \), and the forward and inverse two-scale transforms read

\[ a_{j+1} = H_j a_j + G_j b_j \quad \text{and} \quad a_j = H_j^* a_{j+1}, \quad b_j = G_j^* a_{j+1}. \]

Note that if both the primal and the dual bases are local, then both the forward and the inverse multiscale transforms \( T_j^0 \) and \( (T_j^0)^{-1} \) have linear complexity.

### 2.6 Order and Vanishing Moment Conditions

When dealing with MRAs on possibly bounded domains, we find it convenient to use a slightly modified definition of the order of a MRA, which coincides with the usual definition in the stationary case.

**Definition 2.15.** The (polynomial) order of a nonstationary MRA on a domain in \( \mathbb{R}^d \) is given by

\[ \bar{N} := \max \{ n \mid \exists j_0 \text{ such that } \forall j \geq j_0 : \Pi_n \text{ is locally contained in } V_j \}, \]

where \( \Pi_n \) is the space of polynomials of total degree at most \( n \).

Here local inclusion is understood as an inclusion which holds on every bounded subdomain of the possibly unbounded domain in \( \mathbb{R}^d \). The modification is needed to allow for finite-dimensional spaces \( V_j \), with possibly \( \dim V_j < N \) at the coarsest levels.

More generally, the spaces \( \Pi_n \) need not consist of polynomials, as long as they are appropriately nested, i.e. \( \Pi_n \subseteq \Pi_{n'} \) when \( n \leq n' \), and have increasing local approximation power: the sole objective of imposing some polynomial order is usually to guarantee the existence of a direct estimate (2.6) through a Bramble–Hilbert type argument.

**Definition 2.16.** In a nonstationary MRA on a domain in \( \mathbb{R}^d \), the primal wavelets are said to have \( N \) vanishing moments if \( W_j \) is orthogonal to \( \Pi_N \) for \( j \geq j_0 \).

In the biorthogonal setting, the number of vanishing moments of the dual wavelets is of course defined analogously. One has that \( S \subset \mathcal{H} \) is orthogonal to \( W_j \) for all \( j \geq j_0 \) if and only if \( S \subset \tilde{V}_{j_0} \). Hence the quantities \( N \) and \( \bar{N} \) are dual to each other in that the number of primal vanishing moments \( N \) equals the order of the dual MRA, and the order \( \bar{N} \) of the primal MRA equals the number of dual vanishing moments.
3 The Lifting Scheme

3.1 Principle and Stability Properties

We may now apply the concepts from the previous section to the lifting scheme. The lifting scheme exploits the following observation [13, Theorem 8.1].

**Theorem 3.1.** Let \( A_j = [H_j \ G_j] \) and \( \hat{A}_j = [\hat{H}_j \ \hat{G}_j] \) be a pair of bounded biorthogonal two-scale transform matrices. If \( U_j \) is bounded, then the new two-scale transform matrices

\[
\hat{A}_j = [H_j \ \hat{G}_j] := [H_j \ G_j] \begin{bmatrix} I & -U_j^* \\ 0 & I \end{bmatrix} \quad \text{and} \quad \hat{A}_j := [\hat{H}_j \ \hat{G}_j] = [H_j \ G_j] \begin{bmatrix} I & 0 \\ U_j^* & I \end{bmatrix}
\]

are also bounded and biorthogonal.

**Remark 3.2.** If the two-scale transform matrices \( A_j \) are uniformly well-conditioned, then the new matrices \( \hat{A}_j \) defined by (3.1) for all \( j \) are also uniformly well-conditioned if and only if the matrices \( U_j \) are uniformly bounded.

Theorem 3.1 can be obtained as an instance of a more general result.

**Theorem 3.3 ([1]).** Given \( H_j \), any \( G_j \) such that \( [H_j \ G_j] \) is bounded and boundedly invertible, is called a stable completion of \( H_j \). Starting with an initial stable completion \( G_j \), any \( \hat{G}_j \) obtained as

\[
[H_j \ \hat{G}_j] := [H_j \ G_j] \begin{bmatrix} I & L \\ 0 & K \end{bmatrix}
\]

with \( L \) bounded and \( K \) bounded and boundedly invertible, is also a stable completion of \( H_j \).

Moreover, all stable completions of \( H_j \) are of this form.

The lifting scheme uses \( K = I \). It has been shown [6] that in the stationary setting any pair of local biorthogonal refinement operators \( [H \ G] \) can be obtained by lifting from a trivial initial choice.

By Proposition 2.10 and the next result, the new biorthogonal two-scale transform matrices define new sets of biorthogonal basis functions, at least when the conditions on the new dual MRA are satisfied.

**Proposition 3.4 ([1, Remark 2.5]).** Let \( \{\hat{\Phi}_j\}, \{\hat{\Psi}_j\} \) be uniformly stable biorthogonal systems of refinable functions with refinement matrices \( \hat{H}_j \) c.q. \( \hat{H}_j \), both spanning a MRA. Then the following are equivalent:

(i) \( \hat{\Psi}_j := \hat{\Phi}_{j+1} \hat{G}_j \) and \( \hat{\Psi}_j := \hat{\Phi}_{j+1} \hat{G}_j \) form biorthogonal sets of functions

(ii) \( \hat{A}_j := [\hat{H}_j \ \hat{G}_j] \) and \( \hat{A}_j := [\hat{H}_j \ \hat{G}_j] \) are biorthogonal.

Finding the new primal wavelets is obvious: they are derived from the unchanged scaling functions by the new refinement matrices \( \hat{G}_j \). The new dual scaling functions are defined as the limit functions of the nonstationary subdivision scheme determined by the dual refinement matrices \( \hat{H}_j \). Convergence of this subdivision scheme is not guaranteed. If the new dual scaling functions exist, the new dual wavelets are easily found using the matrices \( G_j \).
As was already stressed in [13], while it does maintain biorthogonality, lifting in itself does not guarantee the new MSDs being stable. We can now synthesize much of preceding discussion into a statement on the stability of complement spaces and single-scale bases in a pair of biorthogonal MSDs after lifting.

**Theorem 3.5.** Let $\mathcal{W}$ and $\tilde{\mathcal{W}}$ with the bases $\Phi_j$, $\Psi_j$ and $\tilde{\Phi}_j$, $\tilde{\Psi}_j$, be a pair of biorthogonal MSDs. Assume that the bases $\Phi_j$ and $\Psi_j$ are uniformly stable and that $W_j$ are uniformly stable complements, and use the same assumptions on the dual MSD $\tilde{\mathcal{W}}$.

With $H_j$, $G_j$ denoting the refinement matrices in $\mathcal{W}$ and $\tilde{H}_j$, $\tilde{G}_j$ the refinement matrices in $\tilde{\mathcal{W}}$, the new refinement matrices after lifting, $\tilde{H}_j = H_j$ and $G_j$ as defined in (3.1), determine a new MSD $\tilde{\mathcal{W}}$.

If the matrices $U_j$ in (3.1) are uniformly bounded, then the following holds:

(i) The lifted bases $\tilde{\Phi}_j := \Phi_j$ and $\tilde{\Psi}_j := \Phi_j G_j$ are uniformly stable, and the spaces $\tilde{W}_j := \text{clos}_H \text{span} \tilde{\Psi}_j$ are uniformly stable complements.

(ii) If, in addition, the lifted dual refinement matrices $\tilde{H}_j$, as defined in (3.1), determine sets of dual scaling functions $\tilde{\Phi}_j$ that are uniformly stable then also $\tilde{\Psi}_j := \Phi_j G_j$ are uniformly stable, and $\tilde{W}_j := \text{clos}_H \text{span} \tilde{\Psi}_j$ are uniformly stable complements.

**Proof.** If the single-scale bases $\Phi_j$ and $\Psi_j$ are uniformly stable and the spaces $W_j$ are uniformly stable complements, then by Proposition 2.10, the two-scale transform matrices $A_j$ are uniformly well-conditioned, and by biorthogonality so are $A_j$. Uniform boundedness of the update matrices $U_j$ implies by Theorem 3.1 and Remark 3.2 that the new two-scale transform matrices $\tilde{A}_j$ and their biorthogonal matrices $\tilde{A}_j$ are still uniformly well-conditioned, so that simply using Proposition 2.10 in the other sense gives uniform complement stability of $\tilde{W}_j$ and uniform stability of the new single-scale bases $\tilde{\Psi}_j$.

As to the second assertion, assume that nonstationary subdivision with the sequence \{\$\tilde{H}_j\$\} converges, defining the dual scaling functions $\tilde{\Phi}_j$. Because of the relation $\tilde{H}_j^T \tilde{H}_j = I$, corresponding piecewise constant iterates of $\Phi_j$ and $\tilde{\Phi}_j$ in the nonstationary cascade algorithm are biorthogonal. Hence if the limit functions $\tilde{\Phi}_j$ exist, they are still biorthogonal to $\Phi_j$. If furthermore the bases $\tilde{\Phi}_j$ are uniformly stable, then by Proposition 3.4 also $\tilde{\Psi}_j$ are biorthogonal to $\tilde{\Phi}_j$, and by Proposition 2.10 the spaces $\tilde{W}_j$ are uniformly stable complements and $\tilde{\Psi}_j$ are uniformly stable bases for $\tilde{W}_j$.

Of course, the roles of both biorthogonal MSDs in Theorem 3.1 can be interchanged. This yields the matrices

$$\tilde{A}_j = [\tilde{H}_j \quad \tilde{G}_j] := [H_j \quad G_j] \begin{bmatrix} I & 0 \\ P_j & I \end{bmatrix} \quad \text{and} \quad \tilde{A}_j := [\tilde{H}_j \quad \tilde{G}_j] = [H_j \quad G_j] \begin{bmatrix} I & -P_j \\ 0 & I \end{bmatrix}. \quad (3.2)$$

In order to distinguish between the two, (3.1) is referred to as *primal lifting*, while (3.2) is known as *dual lifting*. A result analogous to Theorem 3.5 can be formulated.

**Theorem 3.6.** Let $\mathcal{W}$ and $\tilde{\mathcal{W}}$, with the bases $\Phi_j$, $\Psi_j$ and $\tilde{\Phi}_j$, $\tilde{\Psi}_j$, be a pair of biorthogonal MSDs. Assume that the bases $\Phi_j$ and $\Psi_j$ are uniformly stable and that $W_j$ are uniformly stable complements, and use the same assumptions on the dual MSD $\tilde{\mathcal{W}}$. 
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With $H_j$, $G_j$ denoting the refinement matrices in $\mathcal{W}$ and $\tilde{H}_j$, $\tilde{G}_j$ the refinement matrices in $\mathcal{W}$, the new dual refinement matrices after dual lifting, $\hat{H}_j = H_j$ and $\hat{G}_j$ as defined in (3.2), determine a new MSD $\hat{\mathcal{W}}$.

If the matrices $P_j$ in (3.2) are uniformly bounded, then the following holds:

(i) The lifted bases $\hat{\Phi}_j := \hat{\Phi}_j$ and $\hat{\Psi}_j := \hat{\Phi}_{j+1} \hat{G}_j$ are uniformly stable, and the spaces $\hat{W}_j := \text{clos}_H \text{span} \hat{\Psi}_j$ are uniformly stable complements.

(ii) If, in addition, the lifted primal refinement matrices $\hat{H}_j$, as defined in (3.2), determine sets of scaling functions $\hat{\Phi}_j$ that are uniformly stable then also $\Psi_j := \phi_{j+1} \hat{G}_j$ are uniformly stable, and $\tilde{W}_j := \text{clos}_H \text{span} \hat{\Psi}_j$ are uniformly stable complements.

3.2 Two-Step Construction

If $A_j$ and $\hat{A}_j$ correspond to a pair of biorthogonal MSDs, then after primal lifting the primal MRA $\mathcal{V}$ has been left unchanged. The new bases $\hat{\Phi}_j$ and $\hat{\Psi}_j$ are related to the old ones by $\hat{\Phi}_j = \Phi_j$ and $\hat{\Psi}_j = \Psi_j - \Phi_j U_j$. This allows to easily build a new $\hat{\Psi}_j$ out of $\Psi_j$ and $\hat{\Phi}_j$. One may start with a simple biorthogonal MSD and then adapt it so as to obtain certain desirable properties. Not only is it often easier to find $U_j$ and implement the multiscale transform without explicitly finding $A_j$ and $A_j^*$, it often also yields a faster algorithm.

The standard realization of the lifting scheme uses two consecutive lifting steps. The starting point is a simple orthogonal MSD with an orthogonal two-scale transform matrix $[\hat{H}_j \ \hat{G}_j]$. A dual lifting step — or prediction step — yields a primal MSD of the desired order, and a primal lifting step — or update step — increases the number of vanishing moments of the primal wavelets. The second step has no effect on the order. The terms update and prediction are due to an interpretation [6] of the effect of both operations.

Both consecutive steps are reflected in the multiscale transform. The two-scale transform reads

$$a_{j+1} = [\hat{H}_j \ \hat{G}_j] \begin{bmatrix} I & 0 \\ P_j & I \end{bmatrix} \begin{bmatrix} I & -U_j \\ 0 & I \end{bmatrix} \begin{bmatrix} a_j \\ b_j \end{bmatrix}.$$

Direct implementation in factored form leads to easy and efficient algorithms (see Figure 3). Often it takes significantly less operations to apply the multiscale transform in factored form than to assemble the lifted refinement matrices and multiply these with the vectors of coefficients. In [6] a comparison is made for some stationary multiscale transforms.

Finally, since both the inverse of the original multiscale transform and of the individual lifting steps are trivial, the inverse transform has a simple expression,

$$\begin{bmatrix} a_j \\ b_j \end{bmatrix} = \begin{bmatrix} I & U_j \\ 0 & I \end{bmatrix} \begin{bmatrix} I & 0 \\ -P_j & I \end{bmatrix} \begin{bmatrix} \hat{H}_j^* \\ \hat{G}_j^* \end{bmatrix} a_{j+1},$$

and is of the same complexity as the forward transform. If the orthogonal bases before lifting are local and the prediction and update matrices are uniformly banded, then both the new primal bases and the new dual bases after lifting are still local, and the forward and inverse multiscale transforms have linear complexity.
\( a_j \leftarrow a_j - U_j b_j \)
\( b_j \leftarrow b_j + P_j a_j \)
\( a_{j+1} \leftarrow H_j a_j + \tilde{G}_j b_j \)

(a) forward transform

\( a_j \leftarrow H_j^* a_{j+1} \)
\( b_j \leftarrow \tilde{G}_j^* a_{j+1} \)
\( b_{j+1} \leftarrow b_j - \tilde{P}_j a_j \)
\( a_{j+1} \leftarrow a_j + U_j b_{j+1} \)

(b) inverse transform

Figure 3: Factored implementation of lifting steps in the forward and inverse two-scale transforms.

Section 3.1 has made clear that uniform boundedness in norm of the matrices \( P_j \) and \( U_j \) is essential to the stability of the new MSDs after lifting. The prediction step usually amounts to polynomial interpolation, and it can be shown that in common cases, the prediction matrices \( P_j \) are indeed uniformly bounded in norm, so that Theorem 3.5 can be invoked. The update step is more delicate.

4 Update Methods

In view of Theorem 3.5, we introduce one last stability concept and define stability for algorithms that choose update matrices.

**Definition 4.1.** An update method is called stable if starting from a MSD with uniformly stable bases and uniformly stable complements, it yields update matrices \( U_j \) that are uniformly bounded in norm.

4.1 Classical Update

The requirement that the complement space \( \hat{W}_j \) be orthogonal to \( \Pi_N \) does not in itself uniquely characterize \( \hat{W}_j \). For each wavelet \( \psi_{jm} \), the nonzero entries in the \( m \)th column \( U_{jm} \) of the update matrix \( U_j \) determine a linear combination of a subset \( \Phi_{jm} \subset \Phi_j \),

\[ \hat{\psi}_{jm} = \psi_{jm} - \Phi_{jm} u_{jm} \]

The subset \( \Phi_{jm} \) is usually chosen a priori. The (possibly) nonzero entries \( u_{jm} \), each having its associated index in \( U_{jm} \), will be called the update stencil for \( \psi_{jm} \). The number of entries in the stencil is the stencil width.
The standard implementation of the primal lifting step in the two-step construction of Section 3.2 — to which we will refer as the classical update method — goes as follows. A stencil of width \( N \) is used, involving the \( N \) scaling functions supported closest to the support of the wavelet to be lifted. The choice of \( \Phi_{jm} \) also has an effect on \( W_j \). The lifting coefficients are found as the solution to an \( N \times N \) system,

\[
\begin{bmatrix}
    \langle \Phi_{jm}, p_0 \rangle \\
    \vdots \\
    \langle \Phi_{jm}, p_{N-1} \rangle
\end{bmatrix} = \begin{bmatrix}
    \langle \psi_{jm}, p_0 \rangle \\
    \vdots \\
    \langle \psi_{jm}, p_{N-1} \rangle
\end{bmatrix},
\]

(4.1)

where the functions \( p_i, i = 0, \ldots, N - 1 \) form a basis for \( \Pi_N \).

Whether the system is always nonsingular under the conditions at hand is an open question. In our experience in the one-dimensional case the above system is indeed nonsingular but nevertheless prone to bad conditioning. A fixed monomial basis for \( \Pi_N \) is unsatisfactory. Even when a translated monomial basis is used (giving local moments), its condition number tends to grow larger at coarser levels and for increasing \( N \). Using local orthogonal polynomials might help, but this would present an increase in computational cost and would also further complicate the implementation.

The magnitude of the lifting coefficients can be very sensitive to the choice of \( \Phi_{jm} \). The lifting coefficients appear to be unbounded, and at least not sufficiently well-behaved for practical purposes. This can compromise complement stability and single-scale condition numbers for the new wavelet bases. Figure 4 gives a numerical example for an average-interpolating MRA [7] of order 5 on a mildly irregular mesh on the interval. The top row shows the situation before the update step. The bases \( \Phi_4 \) and \( \Psi_4 \) have condition numbers 1.96 and 1.72, respectively, with a complement stability constant \( \alpha_4 \approx 0.833 \). Symmetry around the center of the interval is only approximate. A classical update step is performed to obtain a new wavelet basis \( \tilde{\Psi}_4 \) with five vanishing moments. Using the five nearest scaling functions as is done in (c) does not give acceptable results for the wavelet \( \tilde{\psi}_{4,4} \) marked in bold: the lifting coefficients for this wavelet are several orders of magnitude larger than for the surrounding wavelets. The condition number \( \kappa(\tilde{\Psi}_4) \) of the new basis is approximately 24 and the complement stability constant is close to 0.998. In (d) another set of scaling functions was selected for the update of \( \psi_{4,4} \) only, namely \( \Phi_{4,4} = \{ \varphi_{4,1}, \varphi_{4,2}, \varphi_{4,3}, \varphi_{4,4}, \varphi_{4,6} \} \) instead of \( \{ \varphi_{4,2}, \ldots, \varphi_{4,6} \} \). This alternative choice results in \( \kappa(\tilde{\Psi}_4) \approx 2.35 \) and \( \alpha_4 \approx 0.473 \).

4.2 Semiorthogonal Lifting

In contrast, there is a simple update method that is provably stable, which makes it interesting at least from a theoretical point of view. Choosing the update operator \( U_j \) as the orthogonal projection from \( W_j \) into \( V_j \) yields an orthogonal MSD, i.e. a MSD in which all complement spaces \( W_i \) are orthogonal complements of \( V_j \) in \( V_{j+1} \) and hence are orthogonal to \( W_i \) for \( i < j \).

We refer to this operation as semiorthogonal lifting. Basis functions for these particular complement spaces are sometimes called pre-wavelets, when the name wavelets is reserved for the case of an orthogonal basis. Since we call any basis function in a complement space a wavelet, we will use the terms semiorthogonal wavelets and orthogonal wavelets, respectively.

Semiorthogonal lifting from the hierarchical basis of [17] is considered in [14]. In general, one has the following.
Figure 4: An example showing that the magnitude of the lifting coefficients can be very sensitive to the choice of $\Phi_{jm}$ in (4.1), with adverse effects on complement stability and stability of the lifted wavelet basis.
Proposition 4.2. Let $W$ be a MSD of $H$. Assume that $W_j$ are uniformly stable complements of $V_j$ in $V_{j+1}$, and that $\Psi_j$ are uniformly stable bases for $W_j$. Then the new multiscale basis $\Xi_\infty := \bigcup_{j=-\infty}^{\infty} \Psi_j$ obtained by semiorthogonal lifting is a Riesz basis for $H$.

Proof. Since $\Psi$ is dense in $H$ and the new complement spaces $W_j$ are mutually orthogonal, stability of the new MSD follows from the Pythagorean theorem.

Let $P_j$ be the orthogonal projection of $V_{j+1}$ onto $V_j$, and let $\hat{\psi}_{jm} := \psi_{jm} - \Phi_j U_{jm} = (I - P_j)\psi_{jm}$. For any $w \in W_j$,

$$\|w\|^2 \geq \|w\|^2 = \|w\|^2 - \|P_jw\|^2 \geq (1 - \alpha_j^2) \|w\|^2 .$$

If $W_j$ is a stable complement, the operator $(I - P_j)$ with domain restricted to $W_j$ is a topological isomorphism between $W_j$ and $\hat{W}_j$. If $\hat{\Psi}_j$ is a Riesz basis for $\hat{W}_j$ with constants $m$ and $M$, then

$$m \|(I - P_j)^{-1}\|^{-1} \|d\| \leq \left\| \sum_m d_m \hat{\psi}_{jm} \right\| \leq M \|I - P_j\| \|d\| ,$$

so that $\hat{\Psi}_j$ is a Riesz basis for $\hat{W}_j$. \hfill \Box

The lifted basis $\hat{\Psi}_j$ will be better conditioned if the complement stability constant $\alpha_j$ before semiorthogonal lifting is better. In any case, if $W_j$ is a stable complement and if both bases $\Phi_j$ and $\Psi_j$ are stable, then the matrix $Q_j$ corresponding to orthogonal projection from $W_j$ onto $\hat{W}_j$ is bounded, and this holds uniformly in $j$.

Hence we may conclude stability of semiorthogonal lifting as an update method. In general the matrix $Q_j$ is full, so that the lifted wavelets are not local. Local bases for the same complement spaces may exist, but this is not our point of interest here. Even when $Q_j$ is full, it has a decay property which will be important in the next sections.

Lemma 4.3. If the bases $\Phi_j$ and $\Psi_j$ are local and if $\Phi_j$ are uniformly stable, then the matrices of lifting coefficients $Q_j$ in semiorthogonal lifting have exponential off-diagonal decay of a rate that is essentially independent of $j$.

The notions of bandedness and off-diagonal decay are used with the convention that the distance between matrix entries is counted as the distance between their associated nodes in the mesh, rather than their relative position in the matrix for some ordering of the index sets.

Proof. The matrix $Q_j$ is found as $Q_j = (\Phi_j, \Phi_j)^{-1} \langle \Psi_j, \Phi_j \rangle$. In terms of the frame operator $F_j$ of the Riesz basis $\Phi_j$ and its adjoint $F_j^*$,

$$F_j : V_j \rightarrow l_2(K_j) : v \mapsto \{ \langle v, \varphi_{jk} \rangle \}_{k \in \mathcal{K}_j} ,$$

$$F^*_j : l_2(K_j) \rightarrow V_j : a \mapsto \sum_{k \in \mathcal{K}_j} a_k \varphi_{jk} ,$$

the hermitian matrix $R_j := (\Phi_j, \Phi_j)$ represents the operator $F_j F^*_j$. Since

$$\langle F_j F^*_j a, a \rangle_{l_2} = \langle F^*_j a, F^*_j a \rangle_H = \left\| \sum_{k \in \mathcal{K}_j} a_k \varphi_{jk} \right\|^2_H ,$$
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this operator satisfies \( m_j^2 \|a\|_{\ell_2}^2 \leq (F_j F^*_j a, a)_{\ell_2} \leq M_j^2 \|a\|_{\ell_2}^2 \), or shorter \( m_j^2 \mathbf{1} \leq F_j F^*_j \leq M_j^2 \mathbf{1} \), where \( m_j, M_j \) are the Riesz constants of \( \Phi_j \), and \( \mathbf{1} \) is the identity operator on \( \ell_2(K_j) \). Rewriting yields

\[
0 \leq 1 - \frac{1}{M_j^2} F_j F^*_j \leq \left( 1 - \frac{m_j^2}{M_j^2} \right) \mathbf{1} < 1.
\]

This implies that \( \|(I - M_j^{-2} R_j)\|_{\ell_2} \) is bounded by \( 1 - m_j^2 M_j^{-2} \), which in turn is uniformly bounded away from unity if the bases \( \Phi_j \) are uniformly stable. As a result, one has that

\[
R_j^{-1} = M_j^{-2} \sum_{n=0}^{\infty} (I - M_j^{-2} R_j)^n.
\]

By locality, the matrices \( R_j \) are banded with uniformly bounded bandwidth. Hence the matrix powers of \( (I - M_j^{-2} R_j) \), having linearly increasing bandwidth and elements of exponentially decreasing magnitude, sum to a matrix with exponential off-diagonal decay uniformly in \( j \). Since also the matrices \( (\Psi_j, \Phi_j) \) are uniformly banded, the final matrix multiplication giving \( Q_j \) preserves the asserted property.

\section*{4.3 Local Semiorthogonalization}

Wavelets from semiorthogonal lifting are not automatically local any more. Yet exact semiorthogonality is not necessary for stability. Hence the idea of an approximation that gives local refinement matrices [10, 11, 14, 15].

Let \( Q_j \) be the update matrix produced by semiorthogonal lifting, and denote its \( m \)th column by \( Q_{jm} \). An easy approximation strategy would be to truncate the smallest entries in the update matrix. Note that whatever the approximation to the update matrix \( Q_j \), the forward and inverse lifted wavelet transforms are still exact inverses to one another as long as both make the same approximation to \( Q_j \). Because of the form of \( Q_j \) known from Lemma 4.3, omitting the smallest entries will cause the truncated matrix to be banded. Local semiorthogonalization exploits this by choosing the support of the update stencil in advance: only a subset of \( \Phi_j \) enters into the semiorthogonalization.

One way to view this strategy is to think of it as an exact semiorthogonalization of \( \hat{\psi}_{jm} \) with respect to a subspace of \( V_j \) spanned by scaling functions supported around the support of \( \psi_{jm} \) [10, 11]. If this subset is sufficiently large, the lifted wavelet will be approximately orthogonal to \( V_j \).

There is another way to think of local semiorthogonalization. Suppose a subset \( \Psi_{jm} \) of \( \Phi_j \) is fixed in advance, and determine the vector \( u_{jm} \) so as to minimize the quantity

\[
\max_{v \in V_j} \frac{|(\psi_{jm} - \Phi_{jm} u_{jm}, v)|}{\|\psi_{jm} - \Phi_{jm} u_{jm}\| \|v\|}.
\]

The choice of \( u_{jm} \) minimizing (4.2) is \( (\Phi_{jm}, \Psi_{jm})^{-1} (\psi_{jm}, \Phi_{jm}) \), which corresponds precisely to \( \hat{\psi}_{jm} \) being orthogonal to span \( \Phi_{jm} \). This alternative formulation shows how to maximize the angle with \( V_j \) when lifting with an arbitrary subspace \( V_{jm} \) of \( V_j \): \( \Phi_{jm} u_{jm} \) should be the orthogonal projection of \( \psi_{jm} \) on \( V_{jm} \).
Since $\Pi_N$ is contained in $V_j$, the new wavelets could also be expected to be close to having $N$ primal vanishing moments. But while the allowable error in orthogonalizing with respect to $V_j$ is rather large, in order to benefit from the side effect of sufficiently small primal moments, the precision needs to be high. In effect, all vanishing moments are lost in the approximation. Without at least one primal vanishing moment, the new pair of biorthogonal MSDs cannot be stable.

One can, however, guarantee that the update matrix is still uniformly bounded in norm. For each wavelet, one column $U_{jm}$ of the matrix $U_j$ is calculated. It suffices to bound the relative deviation of $U_{jm}$ from $Q_{jm}$ by testing whether

$$\|Q_{jm} - U_{jm}\|_\infty \leq \delta \|Q_{jm}\|_\infty$$

for some $\delta > 0$, and enlarging the update stencil until this is true. Since $Q_{jm}$ itself has exponentially decaying elements, it is reasonable to assume that enlarging the update stencil eventually decreases the norm of the error exponentially in the stencil width. Consequently, the support of the update stencil is bounded uniformly in $j$. A first consequence of this is that the lifted wavelets will still be local, if the wavelets and scaling functions before lifting were local. For the matrix $U_j$ as a whole, (4.3) implies that

$$\|Q_j - U_j\|_1 \leq \delta \|Q_j\|_1 .$$

For band matrices with uniformly bounded bandwidth, the 1-norm and the 2-norm are equivalent uniformly in the dimensions of the matrix. An $m \times n$ matrix $A$ with off-diagonal decay satisfies the same norm equivalence $b^{-1} \|A\|_1 \leq \|A\|_2 \leq \sqrt{b} \|A\|_1$ as a band matrix with bandwidth $b$ if $\|A\|_1, \|A\|_\infty \leq b \max_{1 \leq i \leq m, 1 \leq j \leq n} |a_{ij}|$. This is clearly satisfied if the decay is exponential. Hence (4.3) ensures that

$$\|U_j\|_2 \leq b^{3/2}(1 + \delta) \|Q_j\|_2 .$$

The parameter $\delta$ determines the trade-off between smaller update support and better complement stability.

With the above device, the update method inherits its stability from exact semiorthogonal lifting. The resulting wavelets are local.

An alternative approach in approximating semiorthogonal lifting is used in [14, 15], where the action of $Q_j = \langle \Phi_j, \Phi_j \rangle^{-1} \langle \Psi_j, \Phi_j \rangle$ is approximated by a few iterations of a conjugate gradient solver. It is shown experimentally that a consistently small number of iterations is sufficient for the applications considered. Our approach has the advantage of being localized: it does not require a global system to be solved (even approximately). Also, it only extends the update stencil where this is needed.

4.4 A Combined Method

When it comes to enhancing complement stability, approximate semiorthogonalization is an obvious choice. However, the previous section has made clear that this implies losing vanishing moments, which is undesirable. We therefore propose a combined method. While enforcing exact orthogonality of the lifted complement space $\hat{W}_j$ with respect to a subspace $\Pi_N$ of its corresponding coarse scale space $V_j$, we will use additional degrees of freedom to maximize the angle of the lifted wavelets with $V_j$. This effect could be obtained in a second update step after a classical update, by lifting $\hat{W}_j$ with the subspace $\hat{W}_{j-1}$ of $V_j$ instead of with $V_j$
itself, but, the bases $\hat{\Psi}_j$ from the unstabilized update being arbitrarily ill-conditioned, this is something we wish to avoid.

Again, assume that a finite subset $\hat{\Phi}_{jm} \subset \hat{\Phi}_j$ is given, with $\#\hat{\Phi}_{jm} \geq N$, and let $V_{jm}$ be its linear span. Use the orthogonal decomposition

$$V_{jm} = (P_{jm}\Pi_N) \oplus (V_{jm} \cap \Pi_N^\perp) =: V_{jm}^- \oplus V_{jm}^+,$$

where $P_{jm}$ denotes the orthogonal projection of $V_{j+1}$ onto $V_{jm}$. To verify that the orthogonal complement of $P_{jm}\Pi_N$ in $V_{jm}$ is indeed $V_{jm} \cap \Pi_N^\perp$, it suffices to see that

$$(P_{jm}\Pi_N)^\perp := \{ v \in V_{jm} \mid \langle v, P_{jm}p \rangle = \langle v, p \rangle = 0 \forall p \in \Pi_N \}.$$ 

Let $\hat{\Phi}_{jm}B_{jm}^-$ and $\hat{\Phi}_{jm}B_{jm}^+$ be bases for the respective subspaces $V_{jm}^-$ and $V_{jm}^+$. Such matrices are easily obtained; a matrix $B_{jm}^-$ can be found from the projection into $V_{jm}$ of the basis $[\hat{p}_0 \ldots \hat{p}_{N-1}]$ for $\Pi_N$, whence a suitable $B_{jm}^+$ results from a partial Gram-Schmidt orthogonalization. We consider the general case in which $\dim P_{jm}\Pi_N = N$.

With the decomposition (4.4), any vector of lifting coefficients $u_{jm}$ is correspondingly decomposed as $u_{jm} = B_{jm}^-u_{jm}^- + B_{jm}^+u_{jm}^+$. The first component moves the unlifted wavelet $\psi_{jm}$ into the orthogonal complement of $\Pi_N$ if

$$u_{jm}^- = \left( \begin{bmatrix} \langle \hat{\Phi}_{jm}, \hat{p}_0 \rangle \\ \vdots \\ \langle \hat{\Phi}_{jm}, \hat{p}_{N-1} \rangle \end{bmatrix} B_{jm}^- \right)^{-1} \begin{bmatrix} \langle \psi_{jm}, \hat{p}_0 \rangle \\ \vdots \\ \langle \psi_{jm}, \hat{p}_{N-1} \rangle \end{bmatrix},$$

and the second component cannot make it leave $\Pi_N^\perp \cap V_{j+1}$. The vector $u_{jm}$ minimizing (4.2) under the constraint that $\psi_{jm} - \hat{\Phi}_{jm}u_{jm}$ is orthogonal to $\Pi_N$ is then found by choosing $\hat{\Phi}_{jm}B_{jm}^+u_{jm}^+$ as the orthogonal projection of the partially lifted wavelet $\psi_{jm} - \hat{\Phi}_{jm}B_{jm}^-u_{jm}^-$ into $V_{jm}^+$. By orthogonality of the decomposition (4.4), this equals the orthogonal projection of $\psi_{jm}$ into $V_{jm}^+$, so that

$$u_{jm}^+ = B_{jm}^{++} \left( \langle \hat{\Phi}_{jm}, \hat{\Phi}_{jm} \rangle B_{jm}^+ \right)^{-1} B_{jm}^{++} \langle \psi_{jm}, \hat{\Phi}_{jm} \rangle.$$

Not too surprisingly, the set of data needed is a combination of those for the classical update and those for local semiorthogonalization.

The same device that was presented for ensuring stability of local semiorthogonalization can be used here. This yields an update method which is stable, produces wavelets that are local, and gives any desired number of primal vanishing moments ranging from 1 to $N$.

5 Conclusion

The standard two-step construction of wavelet bases on irregular meshes by means of the lifting scheme does not take into account stability considerations, and this causes noticeable problems. We have presented a modification to the update step that proves to be stable. The scaling functions and wavelets on both the primal and the dual side are still local.
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